**⚡️🚀Mike’s Daily Paper, 22.11.2024: ⚡️🚀**

**The Unreasonable Ineffectiveness of the Deeper Layers**

📑 **Paper Review:** A Simple Approach to Transformer Layer Pruning

This weekend's paper presents a quite intuitive method for pruning layers in Transformer-based models. As you probably remember, the modern language models and models in other domains (like Computer Vision and Audio) are based on Transformers, which consist of blocks(layers) made up of an attention mechanism and two feed-forward layers (the second one being linear). These also include normalization layers and residual connections (where each layer's output is combined with the previous layer's output).

**🔍 Key Problem:** Modern language models contain dozens of Transformer layers, significantly impacting computation time and resources, especially in generation tasks. This paper proposes a method to prune consecutive transformer layers to reduce computation time. The challenge is selecting which blocks to remove while minimizing accuracy loss.

**📋 Methodology:** Given that the Transformer's computational graph contains multiple residual connections, it's natural to select consecutive blocks that don't contribute significantly to their preceding block's output. In other words, if these blocks' output delta is negligible, they can be removed without seriously impacting performance.

**📊 Implementation:** The authors chose to compare the output of the consecutive transformer layers from layer l+1 to the layer l+n (where n is the number of consecutive blocks to be removed) using a modified cosine distance metric (replacing cos with arccos and dividing by pi to normalize the metric between 0 and 1). Logically, n blocks showing high similarity to their preceding block's output are considered good candidates for pruning. The similarity is computed on the last token representation across a large dataset.

**🔧 Results:** After pruning, the model can undergo light fine-tuning. The authors claim this method can remove up to half of the Transformer layers (in language models) without significant performance degradation.

**💡 Significance**: This approach offers a computationally efficient way to reduce model size while maintaining performance, particularly valuable for deployment in resource-constrained environments.

<https://arxiv.org/abs/2403.17887>

**⚡️🚀Mike’s Daily Paper, 23.11.2024: ⚡️🚀**

**Table Meets LLM: Can Large Language Models Understand Structured Table Data? A Benchmark and Empirical Study**

Today I'm reviewing a paper on a topic I haven't covered in a while - tabular data. The paper examines a fascinating question - do Large Language Models (LLMs) like GPT truly understand structured information in tables?

**Background**

In recent years, LLMs have become an important tool in natural language processing. But while they excel (sort of) at understanding natural language (in text form), their ability to understand information in tabular form hasn't been thoroughly researched, and that's exactly what the researchers are trying to do in this reviewed paper.

**What did the researchers do?**

The researchers developed a new metric called SUC (Structural Understanding Capabilities) that examines models' abilities to understand table structure. The metric includes seven different tasks:

- Table boundary identification

- Specific cell location

- Reverse lookup (location to value)

- Column retrieval

- Row retrieval

- Table size detection

- Merged cells identification

They tested GPT-3.5 and GPT-4 on these tasks using different input formats (HTML, JSON, CSV, and more).

**What did they find?**

The results are surprising! Here are the key points:

- HTML format emerges as the most "comfortable" format for presenting tables to LLMs

- The models showed good capabilities in relatively complex tasks (table boundary identification, merged cells identification) but failed at simple tasks (table size detection, simple row retrieval, single cell search)

- Performance improved significantly with one example (one-shot) compared to zero examples

**The Main Innovation: Self-augmented Prompting**

The researchers developed a new method called "self-augmented prompting" that improves model performance. The method first asks the model to identify critical information in the table (like value ranges) and then uses this information to improve the final answer. This enables quite significant improvement in several benchmarks.

**Summary**

I must say this paper is fascinating. It shows that despite the enormous progress in LLMs, there are still significant gaps in their ability to understand structured information. It reminds us that although these models are impressive, they're still far from true human understanding of structures and relationships between data.

The researchers did a good job developing metrics and methods that will help the community continue to improve these capabilities. Their new prompting method is simple but effective, and that's exactly what we need - practical solutions that can be implemented immediately.

**Final Word**

If you work with tables and LLMs, this paper is a must-read. It provides practical insights and useful tools. The code and data are available on GitHub, so you can start playing with it right away.

It will be particularly interesting to see how these findings influence the next generation of language models. Will we see models specifically designed for understanding structured information?

**⚡️🚀Mike’s Daily Paper, 27.11.2024: ⚡️🚀**

**The Illusion of State in State-Space Models**

This important paper examines the theoretical limitations of State Space Models (SSMs), which emerged as an alternative architecture to transformers for LLMs. The authors demonstrate that despite their seemingly recurrent and stateful design, SSMs (like transformers) are fundamentally limited in their ability to express "continuous" computation, as they cannot compute anything outside the TC0 complexity class. TC0 tasks are defined as those that can be represented with basic Boolean circuits (and threshold and majority vote computations) at finite depth (e.g., addition of numbers, multiplication, or sorting of n numbers). This is the "simplest" class in the circuit complexity hierarchy.

**This means that SSMs cannot solve permutation composition problems that single-layer RNNs are capable of solving.**

**Key Contributions of the Paper:**

1. **Theoretical Analysis**

* Proves that both linear SSMs and Mamba-style SSMs are limited to TC0 computational complexity
* Shows that SSMs cannot solve NC1-complete problems (tasks that can be represented with Boolean operations at logarithmic depth from the problem dimension - number of variables in big-O) such as permutation composition. That is, not finite depth as in TC0.
* Demonstrates that SSMs cannot accurately track chess moves, write complex code, or track entities in narratives.

1. **Empirical Tests Conducted by the Paper:**

* Provides experimental evidence showing that Mamba-style SSMs and transformers struggle with permutation composition tasks
* Shows that SSMs require increasing depth to "handle" longer sequences for modeling "permutative" group operations
* Demonstrates that single-layer RNNs can solve these tasks that SSMs cannot (probably due to linearity between hidden state transfers in SSMs)

1. **Proposed Architectural Improvements:**

* Suggests 2 ways to extend SSMs beyond TC0 limitations: adding non-linearity (RNN-SSM) and making transition matrices input-dependent (WFA-SSM) - a refinement of Mamba that adds non-linearity to matrix A which remained constant in Mamba.

**Impact and Implications of the Paper:**

* Challenges assumptions about SSMs advantages over transformers
* Points to potential hybrid approaches combining different architectures
* Opens new directions for developing architectures with improved expressiveness for natural language processing applications and additional domains
* Emphasizes the importance of theoretical analysis of model architecture suitability for specific tasks it's designed to solve

**Summary:**The paper contributes both theoretically and practically to understanding neural network architectures. The rigorous theoretical analysis, combined with supporting empirical evidence, provides important insights regarding the fundamental limitations of SSMs. While some theoretical results rely on complexity theoretical assumptions, the practical implications are well supported by empirical evidence.

<https://arxiv.org/abs/2404.08819>

**⚡️🚀 Mike’s Daily Paper - 28.11.24: ⚡️🚀   
Parameter-Efficient Fine-Tuning with Discrete Fourier Transform**

**Background:** **PeFT**  
Let's start with a quick refresh about parameter-efficient fine-tuning methods. PeFT is a family of methods that enable fine-tuning of large models (particularly language models) using a minimal number of parameters, significantly saving computational resources and memory.

**Background: LoRA:**One of the most popular methods in PeFT, called LoRA, freezes the model weights and trains additional(=delta) matrices for each transformer layer. Each learned additional matrix is low-rank, meaning it can be represented by multiplying two smaller matrices (in the middle dimension of the multiplication).

The main advantage of LoRA is that it allows adapting large models to specific tasks while training only a small portion (say 1% of all parameters), making it particularly efficient. This method has proven especially effective in adapting large language models to specific tasks. Additionally, LoRA enables quick switching between different versions of the fine-tuned model since the small matrices can be stored separately from the original model.

**Proposed Method:**

The central idea is to view the neural network weight changes like an image or signal, and represent them in frequency domain instead of direct values. When we want to fine-tune the model, instead of changing all weights directly (which requires many parameters), we:

1. Predefine sampling points in frequency space where we want to focus. This is like choosing which frequencies we want to keep in compressed delta matrix representation. This is done by selecting a fixed (non-learned) frequency matrix E of size 2xn used to construct the delta matrix representation. This matrix is constant for all transformer layers.
2. Learn a vector c of size n (for each layer) which, when combined with E, builds the additional matrix in frequency domain F (the exact construction method isn't clear in the paper)
3. Pass F through a Gaussian bandpass filter (mainly sampling low frequencies near the matrix center).
4. Transform matrix F to time (regular) domain and use it just like in LoRA

**Advantages of the Proposed Method:**   
The major advantage is that frequencies are a very efficient way to represent information (requiring 2n + Ln weights where L is the number of model layers). Just like we can compress images or music by keeping the most important frequencies, here we can represent complex weight changes using a very small number of frequencies.

**This works well (presumably) because:**

* Weight changes tend to be relatively "smooth", meaning they have a structure that can be well captured with frequencies
* The mathematical basis of Fourier is orthogonal, meaning each frequency adds unique information
* We can predetermine how many frequencies we want to keep, thus directly controlling the parameter count

**Summary:**

Unlike other methods that try to reduce parameter count by limiting matrix rank (like LoRA), this approach looks at the problem from a different angle - through the lens of frequencies, and manages to achieve significantly more compression.

<https://arxiv.org/abs/2405.03003>

**⚡️🚀Mike’s Daily Paper - 29.11.24: ⚡️🚀**   
**In-Context Learning with Long-Context Models: An In-Depth Exploration**

The Paper presents comprehensive empirical research on in-context learning (ICL) with language models having long context windows. As a reminder, with ICL, the model receives several examples demonstrating specific operations and is then asked to perform this operation on new examples.

**New findings about ICL behavior in LLMs with long context windows:**

1. Continuous performance improvement: Significant performance increase when raising the number of demonstration examples from 10 to 1000 examples
2. Reduced order sensitivity: The impact of example order decreases by 50% with 1000 examples compared to 10 (for random arrangement)
3. Decrease in RAG advantage: The advantage of RAG significantly diminishes with more examples
4. Impact of example clustering by categories: Sorting examples by categories becomes more detrimental to performance as the context window grows
5. Efficiency of short attention lengths: Similar performance can be achieved with a relatively short attention mechanism spanning 50-75 examples
6. Comparison to fine-tuning: In-context learning with long context windows typically matches or exceeds fine-tuning with few examples, but fine-tuning wins when there are enough examples.

<https://arxiv.org/abs/2405.00200>

**🚀Mike’s Daily Paper - 30.11.24:**

**⚡️🚀** **Fishing for Magikarp: Automatically detecting under-trained tokens in large language models**

An interesting paper from Cohere, one of the companies developing foundational language models.

**Background:** The paper investigates the interesting issue of under-trained tokens - tokens that appear rarely or not at all in the model's training dataset. One possible reason for the existence of such tokens lies in the fact that the tokenizer vocabulary isn't always built based on the dataset the model is trained on.

The tokenizer vocabulary is built on a much smaller dataset than the model's massive pretraining dataset: building a token vocabulary using existing algorithms on datasets of tens of trillions of tokens isn't computationally feasible. Generally, they choose the "most frequent" subwords in the dataset (including punctuation marks etc.) according to a specific method (today the popular method is Byte-Pair Encoding or BPE, another tokenization method is called WordPiece). The differences between the tokenization dataset and the model training dataset can lead to the creation of strange tokens like \_TheNitrome.

The presence of under-trained tokens leads to several issues, including wasting tokenizer capacity and reducing model efficiency. Additionally, they can cause unwanted outputs and disrupt downstream applications, especially in an era where language models increasingly use external data. Such tokens naturally "invite" various jailbreaks. Although some work has been done on identifying these problematic tokens, there's still a lack of reliable and well-explained automated methods tested across a wide range of models.

**Research Details:** The paper proposes identifying such undertrained tokens through a specific transformation of the unembedding matrix U - the matrix that maps token representations to a vector containing probability distribution for all tokens in the vocabulary.

The authors note that the training loss is minimized when unused tokens are predicted with probability 0, regardless of input, causing their logits to converge to negative infinity. The paper hypothesizes that the model can achieve such input-independent prediction by subtracting a constant vector c from U's rows, leading to a constant negative contribution to the logit values of unused tokens.

[Rest of the technical algorithm details are accurately translated in your previous request]

<https://arxiv.org/abs/2405.05417>

**⚡️🚀Mike’s Daily Paper - 30.11.24: ⚡️🚀**   
**Fishing for Magikarp: Automatically detecting under-trained tokens in large language models**

An interesting paper from Cohere, one of the companies developing foundational language models.

**Background:**

The paper investigates the interesting issue of under-trained tokens - tokens that appear rarely or not at all in the model's training dataset. One possible reason for the existence of such tokens lies in the fact that the tokenizer vocabulary isn't always built based on the dataset the model is trained on.

The tokenizer vocabulary is built on a much smaller dataset than the model's massive pretraining dataset: building a token vocabulary using existing algorithms on datasets of tens of trillions of tokens isn't computationally feasible. Generally, they choose the "most frequent" subwords in the dataset (including punctuation marks etc.) according to a specific method (today the popular method is Byte-Pair Encoding or BPE, another tokenization method is called WordPiece). The differences between the tokenization dataset and the model training dataset can lead to the creation of strange tokens like \_TheNitrome.

The presence of under-trained tokens leads to several issues, including wasting tokenizer capacity and reducing model efficiency. Additionally, they can cause unwanted outputs and disrupt downstream applications, especially in an era where language models increasingly use external data. Such tokens naturally "invite" various jailbreaks. Although some work has been done on identifying these problematic tokens, there's still a lack of reliable and well-explained automated methods tested across a wide range of models.

**Research Details:**

The paper proposes identifying such undertrained tokens through a specific transformation of the unembedding matrix U - the matrix that maps token representations to a vector containing probability distribution for all tokens in the vocabulary.

The authors note that the training loss is minimized when unused tokens are predicted with probability 0, regardless of input, causing their logits to converge to negative infinity. The paper hypothesizes that the model can achieve such input-independent prediction by subtracting a constant vector c from U's rows, leading to a constant negative contribution to the logit values of unused tokens.

**Main Algorithm:**

The authors propose the following algorithm for identifying undertrained tokens:

* Define a set S of tokens suspected to be undertrained (i.e., indices of rows in U)
* Calculate the first principal component c of U as an estimate for the constant component c. Since the softmax function is invariant to constant shifts, care must be taken to remove such a constant component to maximize the separation of unused tokens.
* Remove it to get U′ = U − (c^T\*U)U
* Calculate the average embedding vector of unused tokens u\_oov = U'\_i, i∈S. Calculate the cosine distances (or L2 distance) between u\_oov and the other rows in U′.

Tokens where this distance is relatively small compared to others (in the 2nd percentile, for example) are suspected to be undertrained tokens. The paper cross-validates the probabilities of tokens suspected to be undertrained and shows that they are very small and change very slowly (mainly due to weight decay) consistently throughout training (regardless of input).

<https://arxiv.org/abs/2405.05417>

**Mike’s Daily Paper - 02.12.24:  
Autoregressive Model Beats Diffusion: Llama for Scalable Image Generation**

**History:** Today I'll do a small time travel (from my perspective) and review a paper about computer vision. I used to review these more frequently, but lately most papers I review belong to the NLP domain. It's no secret that today, diffusion models (mostly the latent ones) have largely dominated the visual data generation field (images and video).

However, 3-4 years ago, the situation in the visual domain (particularly generative) was quite different. It included VAEs (Variational AutoEncoders), Normalized Flows, but was predominantly dominated by GANs (Generative Adversarial Networks). There were also interesting combinations of these methods that achieved quite good performance, like VQ-GAN, which combines VAE and GAN.

**Background:** Today's paper revives VQ-GAN and claims that with slight improvements, it can achieve better results than generative diffusion models of similar sizes (parameter count). This is quite a strong claim that requires understanding what the authors added to VQ-GAN, introduced 4 years ago. First, I'll briefly explain how VQ-GAN works ([I reviewed it in detail in Hebrew](https://machinelearning.co.il/11009/vq-gan/)). Basically, VQ-GAN consists of an encoder that encodes image patches in a latent space, a codebook containing many vectors encoding these patches, and a decoder that converts these patch representations (vectors) back into image patches.

After encoding a patch, the closest vector (using L2 distance I believe) is selected from the codebook and fed to the decoder (along with other patch vectors). The encoder and codebook are trained to return vectors as close as possible to each other (there's also stop-gradient involved to “not to optimize too much stuff simultaneously”), and the decoder is trained to reconstruct the image precisely (for each patch separately and for the whole image) measured by perceptual similarity (LPIPS) and includes a GAN loss computed with the discriminator.

**What the Paper Did:** But how do we use this for image generation? After completing VQ-GAN training, they take all the latent representations of images from the dataset and train a transformer decoder to predict patch representation given previous patches. This is where our beloved LLMs come in, as the authors train one of the Llamas for this task. After all, we have a dictionary (codebook) like in natural language, just with visual tokens instead of regular ones.

And it works quite well (according to the paper authors)...

<https://arxiv.org/abs/2406.06525>

**Mike’s Daily Paper - 04.12.24:**  
**KAN: Kolmogorov–Arnold Networks**

To be honest, it's quite an oversight that in the 7 months since this paper was published, I haven't reviewed it. It already has 400 citations and counting. I personally really love papers based on proven mathematical theorems, and unfortunately, we don't have many of those lately.

This widely discussed paper presents a new architecture based on the Kolmogorov-Arnold theorem, which states that any continuous multivariate function can be represented as a (double) sum of single-variable functions. In simple terms, any function can be represented as a sum of sums of functions, where each function has only one variable.

This theorem is "parallel" to the Universal Approximation Theorems (there are several) which state that any function (meeting not particularly restrictive conditions) can be represented by a neural network with a depth of 2 or more layers. Today's neural networks are built based on UAT (broadly speaking), and the reviewed paper proposes building them based on the KA theorem. Quite naturally, this caught on.

The KAN model is built from layers, each of which is a sum of learned functions (meaning their parameters are learned from the dataset). Each such learned function consists of a linear combination of several b-splines and a parameterless function called silu(x).

A B-spline is a function defined on an interval, divided into several segments (called a grid) which are parameters of the B-spline. It consists of several polynomials (usually degree 3) where each segment has its own polynomial. B-splines are used for function approximation where the coefficients for each segment's polynomial are determined to maximize approximation accuracy. So in KAN, they learn the grid parameters to minimize the problem's loss function.

And that's it - there was quite a bit of excitement around this new architecture, but it turned out that training KAN is not simple at all and doesn't always converge. However, this didn't stop it from getting 400 citations in half a year with dozens of follow-up papers, some of which I'll probably review. Meanwhile, I haven't lost hope in KAN…

**Mike’s Daily Paper - 05.12.24:  
Memory^3: Language Modeling with Explicit Memory**

### **Expanded Analysis of Key Contributions**

#### **a. Introduction of Explicit Memory**

The paper introduces explicit memory as a quite interesting appendix to the architecture of language models. Unlike the static nature of model parameters or the transient use of working memory (contextual key-value pairs), explicit memory acts as a dynamic, structured knowledge mechanism. This memory type is externalized, meaning the model stores frequently referenced knowledge in retrievable key-value pairs outside its core neural architecture.

Explicit memory addresses a crucial challenge: balancing the size of LLMs with their performance. By externalizing less abstract knowledge (e.g., facts, figures, domain-specific rules) into explicit memory, the model avoids bloating its parameter space while maintaining or even enhancing accuracy. This innovation not only improves computational efficiency but also makes the system modular. Updates to knowledge do not require retraining the entire model, a feature that mirrors human learning processes, where new information is stored without altering underlying cognitive functions.

#### **b. Memory Hierarchy Framework**

The **memory hierarchy framework** proposed in the paper is inspired by human cognitive systems, where long-term memory is categorized by accessibility and frequency of use. The authors design this framework to strategically allocate knowledge across three tiers:

1. **Plain Text (High Read Cost, Low Write Cost)**:
   * Suitable for rarely accessed information, plain text storage keeps the overall system lightweight. Retrieval from this tier is less efficient but serves as a fallback for uncommon queries.
2. **Explicit Memory (Balanced Costs)**:
   * Frequently accessed but not fundamental knowledge is stored in explicit memory, which balances the retrieval speed and storage cost. Its integration with sparse attention ensures that only the most relevant portions of memory are activated, improving inference efficiency.
3. **Model Parameters (Low Read Cost, High Write Cost)**:
   * Reserved for abstract and core knowledge that forms the foundational reasoning abilities of the model. Training updates this layer, making it computationally expensive to modify.

This hierarchy enabled Memory3 to prioritize resource allocation dynamically, ensuring that computational costs remain manageable while delivering high performance. This design is especially relevant for applications requiring on-the-fly knowledge updates, such as customer support systems or domain-specific chatbots.

#### **c. Architecture**

The architecture of Memory3 seems a significant evolution of standard Transformer models, integrating **explicit memory** seamlessly. Key innovations include:

1. **Sparse Attention Mechanisms**:  
   * By integrating explicit memory into the attention mechanism, Memory3 avoids the quadratic scaling issue associated with self-attention. Sparse attention reduces computation by focusing only on a subset of memory chunks most relevant to the query.
2. **Efficient Memory Retrieval**:  
   * The model employs cosine similarity-based search to retrieve relevant key-value pairs. Pre-computed embeddings of memory chunks make retrieval fast and scalable, ensuring that inference speed is not compromised even when the memory size grows.
3. **Memory Sparsification**:  
   * To keep memory efficient, the authors introduce techniques like **top-k token selection**, where only the most informative tokens are retained. This is complemented by **vector quantization**, which compresses memory embeddings without significant loss in representational power.
4. **Flexibility in Knowledge Updates**:  
   * Unlike fixed parameter storage, explicit memory allows modular updates. For example, adding new knowledge involves appending key-value pairs rather than retraining the model, making Memory3 adaptable and future-proof.

#### **d. Training Paradigm**

The authors adopt a **2-stage training paradigm** that optimizes the model for explicit memory integration:

1. **Warmup Stage**:  
   * During the initial stage, the model undergoes standard pretraining without explicit memory. This phase ensures the development of robust abstraction capabilities and foundational linguistic understanding. The warmup phase mirrors the pretraining of traditional Transformer models.
2. **Continual Training Stage**:  
   * In this stage, the model learns to write to and read from explicit memory. Training objectives are expanded to include memory-specific tasks such as:
     + **Memory Writing**: Optimizing the storage of knowledge as key-value pairs.
     + **Memory Retrieval**: Enhancing the ability to retrieve relevant information efficiently and accurately during inference.

The two-stage approach balances the need for general abstraction (via warmup) with task-specific adaptation (via continual training). This ensures that the integration of explicit memory does not disrupt the core language modeling abilities of the system.

### **Implications and Future Potential**

These contributions collectively position **Memory3** as a step forward in building scalable, efficient, and modular AI systems. By incorporating explicit memory, the paper demonstrates a pathway to reduce computational overhead, enhance factual accuracy, and allow flexible updates to knowledge. This architecture could serve as a blueprint for future LLMs, particularly in domains requiring high interpretability and frequent knowledge updates.

**Mike’s Daily Paper - 07.12.24:  
Retrieval-Augmented Generation with Knowledge Graphs for Customer Service Question Answering**

#### **1. Overview**

The paper addresses the limitations of conventional retrieval-augmented generation (RAG) systems by introducing a **knowledge graph (KG)-augmented retrieval system** tailored for customer service. Authored by a LinkedIn research team, the approach enriches LLMs with structured knowledge from historical customer service tickets. By incorporating both intra- and inter-issue relationships in a graph, the proposed method significantly enhances retrieval accuracy, answer quality, and efficiency, as evidenced by substantial performance gains in metrics like MRR, BLEU, and resolution time in real-world deployment.

#### **2. Key Contributions**

##### **a. Integrating KGs into RAG**

The authors leverage KGs to overcome critical limitations of traditional text-chunk-based RAG systems:

* **Preservation of Structural Information**:
  + Each ticket is represented as a tree structure (intra-ticket relationships) and linked to others via semantic or explicit relations (inter-ticket relationships).
  + This representation avoids segmentation artifacts, retaining logical coherence across sections of tickets, such as problem descriptions and resolutions.
* **Improved Retrieval and Generation**:
  + By navigating the graph rather than isolated chunks, the system identifies relevant subgraphs to feed into LLMs for answer generation.

##### **b. Knowledge Graph Construction**

The KG comprises 2 levels:

1. **Intra-Ticket Tree**:
   * Nodes represent sections like summaries or root causes.
   * Edges capture hierarchical relationships between these sections.
2. **Inter-Ticket Connections**:
   * Explicit connections: Manually annotated relations (e.g., "clone of" or "caused by").
   * Implicit connections: Derived from cosine similarity between embedding vectors of ticket sections.

##### **c. Multi-Step Retrieval and Question Answering**

The system operates in 3 phases:

1. **Entity and Intent Extraction**:
   * Parses user queries into entities (e.g., "issue description") and intents (e.g., "steps to reproduce") using LLM prompts and YAML templates.
2. **Subgraph Retrieval**:
   * Computes similarity between query embeddings and KG nodes to identify top-K relevant subgraphs.
   * Dynamically formulates Cypher queries to fetch specific subgraphs for answering.
3. **Answer Synthesis**:
   * Synthesizes responses from the retrieved subgraphs using LLMs, aligning results with user queries.

#### **4. Some related math**

The paper introduces a multi-step approach to **customer service question answering** by integrating **KGs** with RAG. It comprises 3 main stages:

1. **Query Entity Identification and Intent Detection**:
   * The system processes user queries by extracting named entities and intents using a predefined graph template and a LLM. Named entities represent key pieces of information (e.g., "issue summary" or "issue description"), while intents capture the purpose of the query (e.g., "fix solution"). For instance, given the query *"How to reproduce the login issue where a user can’t log in to LinkedIn?"*, the system identifies the entities as "login issue" and "user can’t log in" and the intent as "fix solution."
   * The LLM, guided by structured prompts and the graph template, ensures accurate parsing of queries, accommodating diverse query formulations. This process forms the foundation for precise retrieval and generation in subsequent steps.
2. **Embedding-Based Retrieval**:

* **Ticket Identification**:  
  This step calculates how closely the entities extracted from the user query (e.g., "login issue") match the nodes in the KG. For each entity in the query, the method employs **cosine similarity** to measure the alignment between the entity embedding and the embeddings of nodes in the graph. Scores are aggregated across all nodes belonging to a particular ticket. If a ticket has multiple matching entities, its score increases, making it more likely to be selected as relevant.
* **Subgraph Extraction**:  
  Once the most relevant tickets are identified, these are used to guide database queries written in Cypher, a graph query language. These queries enable the system to extract interconnected subgraphs, such as related descriptions or steps to reproduce an issue. This structured retrieval process ensures the system gathers precise and contextually relevant information from the KG.

1. **Answer Generation**:
   * Synthesizes responses by correlating retrieved graph data with the original query. The LLM acts as a decoder, rephrasing the query dynamically and generating structured answers.
   * Example: The query *"csv upload error in updating user email"* is reformulated into Cypher for database interaction, retrieving step-by-step solutions.

The integration of embeddings, dynamic query formulation, and graph-based retrieval ensures precision in identifying relevant data and answering complex customer queries efficiently.

#### **6. Conclusion**

This paper pioneers the integration of **KGs** with **RAG** for question answering in customer service. By capturing intra- and inter-ticket relationships, it significantly enhances both retrieval precision and generation quality, setting a new benchmark in practical LLM applications.

<https://arxiv.org/abs/2404.17723>

**Mike’s Daily Paper - 09.12.24:**  
**Scaling Synthetic Data Creation with 1,000,000,000 Personas**

**1. Key Contributions:**

**Introduction of Persona Hub:**

Persona Hub is a repository of 1 billion diverse personas created using scalable techniques.

These personas encapsulate unique knowledge, interests, experiences, and professions, representing ~13% of the world’s population.

**Persona-driven Synthetic Data Generation:**

By integrating personas into prompts, large language models (LLMs) generate highly diverse synthetic data.

Demonstrates applications across varied domains such as math problems, logical reasoning, instructions, knowledge-rich texts, game NPCs, and tool interfaces.

**2. Details of Persona Creation:** **Techniques Used**

Text-to-Persona:

Generates personas directly from web data.

Analyzes text context to infer the persona most likely associated with it (e.g., "Who might write or like this text?").

Outputs coarse- or fine-grained persona descriptions (e.g., "a computer scientist" vs. "a machine learning researcher focused on neural architectures").

Scales effortlessly using LLMs and massive public datasets.

Persona-to-Persona:

Expands personas by leveraging relational links (e.g., a child related to a pediatric nurse, or a beggar related to a shelter worker).

Uses relationship-based prompts like "Who is in close association with this persona?"

Enriched personas further by iterating six degrees of separation.

**3. Persona Deduplication Process:**

MinHash Deduplication: Eliminates similar personas based on text n-gram overlap.

Embedding-based Deduplication: Filters personas using semantic similarity (cosine distance) computed via embeddings. Thresholds for similarity were adjusted depending on quality vs. quantity trade-offs.

After cleaning and deduplication, the repository included 1,015,863,523 unique personas.

**4. Applications Demonstrated:**

a. Math Problem Synthesis: Created 1.09 million unique math problems using personas.

Fine-tuned a 7B model with these problems, achieving 79.4% accuracy on an in-distribution synthetic test set and 64.9% on MATH, matching GPT-4-turbo-preview.

Demonstrated scalability—adding personas enhanced problem diversity and ensured broad coverage across mathematical concepts.

b. Logical Reasoning Problems:

Synthesized challenging logic puzzles (e.g., spatial or temporal reasoning) tailored to persona characteristics.

Included whimsical Ruozhiba-style problems for testing nuanced logical capabilities.

c. Instruction Generation:

Created user queries reflective of diverse real-world personas (e.g., a chemist might ask for experimental setups; an artist might request painting techniques).

Enabled simulations of multi-turn user-LLM conversations by chaining personas’ prompts.

d. Knowledge-rich Texts:

Generated Papers and educational content aligned with personas’ expertise (e.g., a horticulturist wrote guides on drought-resistant plants).

Covered almost any topic by leveraging the personas' breadth.

e. Tool (Function) Development:

Predicted tools personas might need (e.g., a cab driver requiring traffic condition APIs).

Generated tool definitions with clear inputs, outputs, and dependencies.

**5. Key Results:**

Fine-tuned smaller models (e.g., 7B Qwen2) using synthetic data to achieve performance levels typically requiring larger models.

Proved that persona diversity leads to significantly more varied and creative outputs.

Demonstrated that personas could simulate diverse user behaviors, effectively acting as distributed carriers of an LLM's memory.

**6. Conclusion:**

Persona Hub marks a significant leap in synthetic data generation. Its methodology ensures scalability, diversity, and applicability, creating opportunities for LLM fine-tuning, application development, and even societal simulations.

**Mike’s Daily Paper - 10.12.24:**  
**LLM2LLM: Boosting LLMs with Novel Iterative Data Enhancement**

#### **1. Introduction and Motivation**

The paper introduces *LLM2LLM*, a novel framework designed to enhance the performance of large language models (LLMs) in low-data regimes. Fine-tuning LLMs typically demands substantial labeled data, which is often labor-intensive to create. LLM2LLM addresses this challenge with a targeted and iterative data augmentation strategy, leveraging a teacher-student paradigm to dynamically refine training datasets.

Key motivations include:

* Limitations of generic prompting strategies in domain-specific or low-data contexts.
* Challenges in achieving performance gains through conventional data augmentation techniques.
* The need for scalable, cost-effective methods to enhance LLM fine-tuning without significant manual intervention.

**2. Methodology**

LLM2LLM adopts a teacher-student model framework with three iterative steps:

1. **Student Model Fine-Tuning**: The student LLM is fine-tuned on a small, initial seed dataset.
2. **Error Identification**: The model's performance is evaluated on the training data, and instances where it makes errors are isolated.
3. **Targeted Data Augmentation**: A teacher LLM generates new synthetic examples inspired by the erroneous cases. These examples are then reintegrated into the training dataset for subsequent fine-tuning iterations.

**The process emphasizes:**

* **Iterative Augmentation**: Refining datasets across multiple cycles rather than generating all augmented data upfront.
* **Targeted Data Focus**: Prioritizing challenging examples that expose the student model's weaknesses.
* **Teacher Model Independence**: The teacher LLM is not required to be superior to the student but must be capable of generating conceptually aligned yet semantically distinct examples.

**3. Experimental Results**

The framework demonstrates significant improvements across several benchmarks in low-data settings, outperforming traditional fine-tuning and other data augmentation baselines. Results include:

* **GSM8K (Math Reasoning)**: Achieved a 24.2% accuracy improvement over the baseline.
* **CaseHOLD (Legal Reasoning)**: Improved accuracy by 32.6%.
* **SNIPS (Intent Classification)**: Delivered a 32.0% improvement.
* **TREC (Question Classification)**: Boosted performance by 52.6%.
* **SST-2 (Sentiment Analysis)**: Achieved a 39.8% accuracy gain.

The framework's iterative nature proved critical, with ablation studies showing that multiple augmentation steps outperformed single-step augmentation approaches. Furthermore, fine-tuning from scratch in each iteration outperformed continuous fine-tuning, reducing the risk of overfitting.

#### **8. Conclusion**

LLM2LLM is a breakthrough framework that redefines data augmentation for fine-tuning LLMs in low-data settings. By iteratively focusing on challenging examples and leveraging teacher-student collaboration, it achieves remarkable performance gains. This method sets a promising direction for enhancing LLM utility in resource-constrained environments.

<https://arxiv.org/pdf/2403.15042>

**Mike’s Daily Paper - 18.12.24  
Byte Latent Transformer: Patches Scale Better Than Tokens**

**Intro**

I certainly couldn't miss this paper that was published a few days ago and caused quite a stir in the AI community. The paper proposes replacing the static tokenizer present in every language model with a dynamic mechanism that builds new tokens (called patches) - meaning one that builds them depending on context (contextualized).

**Rationale:**

The rationale here is quite clear - sometimes there are cases where predicting the next few tokens is quite obvious and can be done as a single unit (meaning combining all tokens into one long token or 'patch' as it's called in the paper). And sometimes the situation is reversed and we would want to predict with finer granularity. This is of course impossible in models with a fixed token vocabulary.

**Main Idea:**

As mentioned, the paper proposes introducing dynamism in building patches (the new tokens). How does it do this? For a given dataset, the paper trains a relatively shallow model at the byte level, where the model's goal is to predict the next byte. Then in their large model, they determine patch boundaries based on byte entropy. Meaning if the byte entropy is either larger than a certain threshold or experienced an increase above a certain threshold compared to the preceding byte's entropy, a new patch is opened. Otherwise, the current patch continues (e.g. byte aggregation into it).

But how does this whole thing work? As I said, the model is byte-level, meaning it's trained to predict the next byte in the text. But instead of looking at the context as an array of tokens, the authors propose replacing it with dynamic patches determined based on entropy as I explained earlier.

In addition to patches, the paper also uses byte representation using n-grams, taking n-grams (n preceding bytes) for a given byte from n=3 to n=8, applying some hash function, summing and normalizing. The result is converted to a vector (the paper doesn't explain how - just mentions there's some linear layer involved) and fed into what's called in the paper Encoder Multi-Headed Cross-Attention (let's call it EMHCA for simplicity).

The purpose of EMHCA is to combine patch representations with their byte representations (each patch only attends its own byte representations, not others'). The initial representation of each patch is computed as pooling (i.e., average) of its byte representations (recall that each patch is an array of bytes). So we're building a representation of each patch that only considers what's inside it (internal representation).

So byte representations and patch representations are fed into EMHCA, which is actually a quite shallow transformer (with few layers) aimed at building a context-dependent representation of patches depending on their bytes. Meaning the byte representations are also keys and values here where the queries are patch representations. As mentioned, what comes out of this shallow transformer is patch representations. Note that EMHCA also outputs byte representations at the end (I couldn't understand how this is built).

All these are input into a deeper and computationally heavier transformer creating a "deeper" representation of the patches. In the final stage, there's the Local Decoder that converts patch representations together with byte representations into final byte representations from which the next byte will be predicted. This is also a shallow transformer but this time patch representations are keys and values and byte representations are the queries.

**Performance:**

The paper claims various advantages of the proposed method such as the ability to predict more tokens for fixed inference cost, and shows improved accuracy in training models.

**Epiloge:**

Okay, I have to admit the paper isn't written that well - there are things that weren't explained clearly (imho of course). I just hope I understood it correctly...

<https://arxiv.org/abs/2412.09871>

**Mike’s Daily Paper - 19.12.24:   
Large Concept Models: Language Modeling in a Sentence Representation Space**

**Intro:**

A second paper (also presented at NeuriPS2024) from Meta proposing a revolutionary concept for language models. While yesterday's paper suggested abandoning the standard tokenizer in language models, today's paper proposes abandoning the next-token prediction we've become so accustomed to in LLMs.

**Background:**

As you probably remember, LLMs are trained (in pre-training and SFT) by maximizing the likelihood of training dataset D, meaning maximizing the probability of generating D with the trained model. To do this, we maximize (with respect to our language model parameters) the probability of each example in D. Since each piece of data consists of tokens, it can be expressed using Bayes' law as a product of conditional probabilities of each token given the previous tokens (i.e., the context). And that's how we arrive at token prediction given context in both training and inference.

**Paper’s Main Idea:**

The paper emphasizes that we(humans) don't think "token by token" but in concepts when building our speech (while speaking). The paper proposes applying this approach to language models where a concept is defined as a sentence. In other words, the authors propose training a model to predict the next sentence instead of predicting the next token that we're used to in standard language models.

But how do we predict a sentence, given it's discrete and for even a modest sentence length, the number of possible values becomes exponential and too large to perform prediction on (i.e., softmax of enormous size). So the paper suggested performing the next “concept” prediction in a continuous plane and proposes training a model, named Large Concept Model or LCM, to predict the next sentence embeddings given the embeddings of previous sentences in the context window. The paper examines several loss functions, the simplest being L2 between the ground-truth embedding and the predicted one (there are more interesting ones in section 2.4.1 of the paper).

Another way the paper proposed to build the next sentence embedding is training a conditional diffusion model (a very nice idea in my opinion) to predict its embedding.

The embedding is built by an embedder model that remains fixed during training. In addition to the embedder (which is an encoder), there is a decoder that converts the concept (its embedding) to text.

Pretty nice paper, written quite clearly, just a bit too long in my opinion...<https://arxiv.org/abs/2412.08821>

**Mike’s Daily Paper - 20.12.24:  
FAN: Fourier Analysis Networks**

Brief review of a paper proposing a new architectural layer for neural networks that combines periodic functions like sine and cosine. Periodic functions aren't new in networks - they've been used in Neural Radiance Fields (NeRF) for 3D object and scene modeling.

The paper proposes a layer that linearly combines periodic functions with classical activation functions like sigmoid. The layer is essentially a linear combination of sines and cosines with learnable coefficients alongside standard activation functions. It excels at modeling periodic functions, though its performance on non-periodic functions is less clear (though the paper claims improvements there too).

The paper suggests replacing FFN layers in transformers and gating layers in LSTM with FAN (same weighted sum of sines and cosines with sigmoid) and reports performance improvements across several tasks.

Interesting concept...

<https://arxiv.org/abs/2410.02675>

**Mike’s Daily Paper - 20.12.24:**  
**Reasoning in Large Language Models: A Geometric Perspective**

This paper investigates the reasoning abilities of LLMs from a geometric perspective, focusing on the connection between the intrinsic dimensionality of input representations and the expressive power of these models. The authors explore how transformer architectures partition input spaces and how this partitioning relates to their reasoning capabilities. By combining theoretical derivations and empirical validations, the work offers valuable insights into how model architecture and context length affect LLM performance on reasoning tasks.

### **Key Contributions and Detailed Analysis**

#### **1. Geometric Framework for Expressive Power**

The core idea revolves around the **density of self-attention graphs** and its influence on the **intrinsic dimension (ID)** of inputs to the multi-layer perceptron (MLP) blocks within transformers. The intrinsic dimension, in this context, measures the number of effective degrees of freedom required to represent the input embeddings.

* **Self-Attention as a Graph**:  
  The output of the self-attention layer is modeled as a graph, where tokens are nodes and attention values define weighted edges. The density of this graph determines the number of effective connections, which directly influences the intrinsic dimension of the representations passed to downstream MLP blocks.
* **Partitioning the Input Space**:  
  Higher intrinsic dimensions enable the MLP layers to partition the input space into finer regions. This allows the model to construct more complex mappings and capture non-linear relationships effectively. As a result, the LLM's reasoning capacity improves with the increased expressive power derived from these finer partitions.
* **Approximation Capabilities**:  
  By enabling finer partitioning, higher IDs reduce approximation errors, allowing the MLP to represent complex functions more accurately. This ties directly into reasoning tasks, where nuanced, context-dependent mappings are crucial.

#### **2. Theoretical Insights**

The authors rigorously analyze the connection between partitioning, intrinsic dimension, and reasoning capabilities using established mathematical frameworks.

The authors utilize a **continuous piecewise affine formulation** of deep neural networks (DNNs) to explain how input space is partitioned. The main idea of the "Partitioning and Approximation" section is to describe how DNNs break down the input space into multiple regions, each governed by its own specific linear rule.

Neural networks, through their activation functions and layers, divide the input space into several distinct regions. These regions are defined based on how the neurons activate in response to the input data. Think of the input space as a map, and the network creates "zones" or "regions" on this map where each zone has its own unique rule.

Within each region, the neural network behaves like a simple linear function (similar to drawing a straight line). This makes it easier to approximate more complex functions by combining these simpler pieces. The network's ability to approximate complex functions depends on how finely it can partition the input space and define rules for each region. More partitions allow for better approximation, which is critical for tasks like reasoning or decision-making.

This framework helps to understand how neural networks use simple building blocks (linear rules in specific regions) to tackle highly complex problems.

This formulation highlights the ability of DNNs to adaptively partition the input space based on data, with the number of regions correlating directly with the model’s approximation power. For transformers, this concept extends to the **self-attention mechanism**, where the density of token interactions influences the induced partitioning of the input space at the MLP level.

**Multi-Head Attention Breakdown**:  
In transformers, multi-head attention splits the attention mechanism into multiple "heads," where each head focuses on a specific aspect of the input. These heads work in parallel to capture different relationships within the data.

**Main Theorem**:  
The theorem shows that the output of a multi-head attention layer can be understood as a combination of regions formed by each individual head. Each head defines a "shape" (technically, a convex hull) based on the transformations it applies to the input.

**Main Theorem Terminology: Minkowski Sum**The Minkowski sum is a mathematical operation used to combine these shapes. Intuitively, it means that the overall output of the multi-head attention layer is a space that encompasses all possible combinations of the individual head outputs.

**Connection to Intrinsic Dimensions**:  
This result highlights that adding more heads or making heads more expressive increases the "dimensionality" of the space where the attention outputs lie. This expanded dimensionality enhances the model's ability to represent complex relationships and reasoning processes. The theorem formalizes how the multi-head attention mechanism geometrically partitions and combines input information to enhance the expressiveness and reasoning power of transformer models.

**Key Insight**:  
 The effective dimension of this Minkowski sum depends on the density of the attention graph (i.e., the number of active connections between tokens). A higher graph density, achieved through more attention heads or higher connectivity, leads to greater intrinsic dimensionality of the input to MLP layers. Intrinsic Dimension and Reasoning examines how well a transformer model can capture complex relationships in its input based on the number of meaningful connections it identifies.

**Intrinsic Dimension (ID)**:  
The intrinsic dimension measures how many meaningful connections a token in the input sequence has with other tokens. A connection is considered meaningful if its importance (attention weight) exceeds a certain threshold. A higher intrinsic dimension means that more parts of the input are influencing a token. This leads to richer and more detailed representations of the input, enabling the model to better understand complex patterns and relationships. When the model has a high intrinsic dimension, it can effectively "partition" the input space into more regions, allowing it to capture finer details and nuances. This is crucial for reasoning tasks, where understanding subtle relationships is key.

**Practical Implications**:  
Increasing the number of attention heads or providing longer input contexts can raise the intrinsic dimension. This enhances the model's reasoning capabilities without requiring changes to its architecture or training process. The intrinsic dimension reflects how deeply a transformer engages with its input. The richer the connections, the better the model can reason and perform complex tasks.

<https://arxiv.org/abs/2407.02678>

**Mike’s Daily Paper - 23.12.24:**

**T-FREE: Tokenizer-Free Generative LLMs via Sparse Representations for Memory-Efficient Embeddings**

We're returning to the topic of tokenizers - it turns out it's hotter than I thought. I came across an interesting paper presenting another tokenization method based on n-gram hash functions. The proposed method aims to address the massive size of vocabularies accompanying large language models (tens of thousands of tokens at minimum) and also the issue of very similar tokens in terms of letters requiring different embeddings, which is inefficient (according to the authors).

The authors introduce a tokenization method where the encoding consists of the following steps:

* Breaking down text into what they call tokens, where in T-FREE these tokens are actually words
* Each word is split into a series of overlapping 3-grams. For example, the word "hello" is represented by five 3-grams: {\_*He, Hel, ell, llo, lo\_*}. The number of 3-grams in this representation is usually equal to the number of letters in the word
* Each 3-gram is encoded with m hash functions, each of which can take v possible values, where v is one of the method's hyperparameters. Thus, each word is encoded by n\*m numbers between 0 and v, where n is the word length (number of letters). The word representation is the average (and rounding) of all these nm values.
* Each value between 0 and v is encoded by a learned vector, where these v vectors essentially constitute the method's vocabulary.

The training and decoding stages (i.e., generating words) appear more complex. First, during training, the goal is to predict the nm hashes of the 3-grams of the next word. So instead of a multi-class problem in regular tokenization decoding (predicting a single token from the token vocabulary), we have here a multi-label problem where we predict n\*m hash values. Note that n depends on the word length, meaning we have a different number of "labels" according to word length.

The decoding isn't really clear to me, honestly. When we want to predict the next word, we first compute all the hashes for all possible words (that's quite a lot because each word has all its inflections at least, and additionally, words of different lengths are encoded with different numbers of n\*m hashes). Then we choose the word represented by the hashes with the "highest probability." Remember that the model predicts the probability of each hash value from 1 to v (vocabulary size), and it's not entirely clear how the set of hashes with the highest probability is chosen.

In short, nice paper but I'm not clear about the decoding part...

<https://arxiv.org/abs/2406.19223>

**Mike's Daily Paper - 25.12.24:  
Vision Language Models are Blind**

A nice paper arguing that visual language models are quite blind - in other words, they have no chance of passing an exam at a licensed optometrist. Here are some facts about their failing tests:

1. Visual Language Models (VLMs) cannot reliably determine whether two lines (or two circles) intersect, especially when they're close together. The accuracy in identifying 0, 1, or 2 intersection points between two 2-segment piecewise linear functions ranges from 47% to 85%. In the same two-circle task, the models perform better (accuracy of 73-93%) but still far from the expected 100%.

2. VLMs can perfectly identify a circle and a word separately, but when the word is inside the circle, the models tend to struggle identifying which letter is circled.

3. Vision-language models can accurately count shapes, for example, circles, squares when they are separate and far apart. However, all models struggle to count intersecting circles (like the Olympic logo), and generally, basic shapes that are overlapping or nested.

4. When arranging squares in a grid pattern, we discover that VLMs surprisingly fail to count the number of rows or columns in the grid, whether empty or containing text. This is surprising considering that the models perform so well (accuracy ≥ 90%) on the DocVQA dataset which includes many questions with tables (probably overfitting).

5. When the model is asked to trace colored paths in a subway map with up to 8 routes and a total of 4 stations, VLMs often fail to identify where a path ends, demonstrating accuracy of only 23% to 50%.

6. The GPT-4o model outperforms Gemini-1.5 Pro and Claude-3 Sonnet in 7 complex VLM benchmarks but performs significantly worse in the tasks examined in this paper, where Gemini-1.5 Pro and Sonnet-3.5 are the best performers. In other words, the paper reveals surprising limitations of vision-language models that weren't measured in regular benchmarks.

Frankly, it seems that these VLMs need glasses…

<https://arxiv.org/abs/2407.06581>

**Mike’s Daily Paper Review - 27.12.24:  
RL for Consistency Models: Faster Reward Guided Text-to-Image Generation**

**Introduction:**

It's been a while since I reviewed papers on diffusion models, so when I came across this interesting paper combining generative diffusion models with Reinforcement Learning (RL), I knew it would be today's review. The paper developed a training method for a generative diffusion model type called a Consistency Model (CM).

**Diffusion Models Training with Reinforcement Learning**  
First, let's address why we need to train generative diffusion models using RL techniques. We already have standard methods for training diffusion models that have achieved impressive performance (in text-to-image generation). You probably know that training diffusion models for image generation is expensive and time-consuming. Using RL for training (or fine-tuning) diffusion models can save us time when we need to train a specialized diffusion model (for example, for a niche domain).

One example of such a task is training a model to create images from prompts (textual descriptions) when we have a function that evaluates how well the image matches the prompt. You can probably guess that this function will serve as our reward function.

**Consistency Diffusion Models:**I mentioned that the paper combines a (relatively) new method for training diffusion models called CM, invented by Ilya Sutskever et al., which enables faster generation with generative diffusion models. In very broad terms, this method tries to train a model that enforces consistency between images reconstructed by the model from noisy images with different noise levels. In other words, they take an image, add noise (usually Gaussian) with different variances, and train a model to return the same clean image (consistency for its own sake).

Why does this method enable faster image generation? Because it essentially allows generating a clean image from noise in just one iteration (that's how the model is trained). In practice, this is done in several iterations (a small number). You start with noise, generate an image from it, add less noise to the generated image, generate from the noisy image again, and continue like this for a few iterations (tens). This speeds up the generation process because standard diffusion models typically need hundreds of iterations.

**The proposed method:**Okay, after this long introduction, let's describe what they did in the paper. The authors defined a Markov Decision Process (MDP) describing the image generation process (or any other data actually). As mentioned, a reward function is given to us and measures how well the generated image matches the prompt. The paper defines:

* State s\_t as a triplet of the image generated at iteration t, noise strength, and prompt c
* Action a\_t is the image at iteration t + 1
* The policy is a conditional probability of an image from iteration t+1 given the generated image from iteration t plus noise
* The initial state is standard Gaussian noise and the reward function is given to us

After defining the MDP for the image generation process, we can use Direct Preference Optimization (DPO) to train a consistency function (= the model we're training). DPO trains a model that maximizes the reward function while constraining the size of model parameter updates in each iteration (invented by Joe Schulman, former CTO of OpenAI).

The paper also claims that such training is computationally efficient and data-efficient (meaning it can work with small datasets).

<https://arxiv.org/abs/2404.03673>

**Mike's Daily Paper Review - 27.12.24:**  
**Position: Future Directions in the Theory of Graph Machine Learning**

This position paper argues that while Graph Neural Networks(GNNs) have seen significant success in practice, our theoretical understanding of them remains incomplete and somewhat disconnected from practical applications. The authors identify three key areas that need deeper theoretical investigation:

1. **Expressiveness -** What patterns and structures can GNNs actually represent?
2. **Generalization -** How well do GNNs apply their learning to new, unseen graphs?
3. **Optimization** - How do training dynamics affect GNN performance?

**KEY POINTS ON EXPRESSIVENESS**

**Current Limitations:**

* Most theoretical work focuses on binary questions (can a GNN tell if two graphs are different?) rather than quantitative measures (how different are two graphs?)
* Analyses are often limited to specific GNN architectures and don't consider practical variations
* Results don't account for continuous node/edge features that are common in real applications

**Proposed Directions:**

* Develop metrics to measure similarity between graphs that align with how GNNs process them
* Study how architectural choices (like activation functions and normalization) affect expressiveness
* Create uniform results that work across different graph sizes
* Focus on practically relevant graph types (like molecular graphs)

**GENERALIZATION INSIGHTS**

**Current State:**

* Existing theoretical bounds are often too loose to be practical
* Analysis typically ignores graph structure and optimization process
* Results don't explain why more complex GNNs sometimes generalize better

**Needed Research:**

* Understanding how graph structure affects generalization
* Analyzing out-of-distribution performance (especially on larger graphs)
* Developing better data augmentation techniques for graphs
* Studying how architectural choices influence generalization

**OPTIMIZATION CHALLENGES**

**Key Issues:**

* Limited understanding of how gradient descent works for GNNs
* Unclear why certain architectural choices (like normalization) help or hurt
* Sometimes random GNN parameters work as well as trained ones

**Research Directions:**

* Study convergence properties with realistic activation functions
* Understand how graph structure affects optimization
* Investigate why deeper GNNs are harder to train
* Analyze the role of normalization techniques

**PRACTICAL IMPLICATIONS**

The authors emphasize that theoretical advances should connect to practical needs:

* Development of standardized benchmarks and evaluation protocols
* Creation of efficient implementations of theoretically-motivated architectures
* Better understanding of domain-specific requirements
* Integration with emerging technologies like large language models

**WHY THIS PAPER MATTERS**

This paper is significant because it:

1. Identifies crucial gaps between theory and practice in GNN research
2. Provides a roadmap for future theoretical work that could improve practical applications
3. Emphasizes the need to consider all three aspects (expressiveness, generalization, optimization) together
4. Advocates for making theoretical advances more accessible to practitioners

For readers with basic GNN knowledge, this paper highlights why theoretical understanding matters and how better theory could lead to more effective practical applications. While some technical details might be complex, the core message about needing more practical and comprehensive theoretical frameworks is clear and important.

<https://arxiv.org/abs/2402.02287>

**Mike’s Daily Paper 12/30/24  
Graph Diffusion Policy Optimization**

3 days ago I reviewed a paper about diffusion models trained using Reinforcement Learning (RL) methods. 2 days ago I reviewed a paper about Graph Neural Networks(GNNs), and today I decided to review a paper that combines these 3 things (almost). The paper reviewed today proposes a method for training a graph-generating model using diffusion models trained with RL methods (true, there's no pure GNN here but at least we have graphs...)

First, we need to understand how to leverage diffusion models for graph generation. Actually, it's quite intuitive and similar to image generation. You remember that diffusion models are trained to generate an image from pure noise (usually) by gradually reducing its noisy component until it becomes a data piece distributed according to the training dataset distribution(hopefully). This is a very general explanation, and there are newer approaches that do it differently, like Consistency Models that we discussed in one of the previous reviews.

Can we do something similar with graphs? Turns out we can. We can start by sampling a random graph (meaning sampling its vertices and edges) and train a model to change the values in vertices and edges so that the graph becomes "similar" to the graphs from the train set and also gets a high value according to some reward function (remember, the paper is also about RL, so we have a reward function as well). BTW, there's an implicit assumption in the paper that a vertex can take a finite number of values (say from 0 to a) and each edge can be of several types (i.e., from 0 to b). This means the distributions we're sampling from are categorical, which is different from what we're used to seeing in generative diffusion models for images.

Of course, several questions immediately arise regarding this process:

* How do you randomly sample a graph during inference? This is a very old topic extensively researched by mathematicians, the paper doesn't elaborate on that too much. By the way, during training we sample a graph from the dataset and “add noise” to it by making "random changes" to vertex values and edge types
* How do you compare graphs, meaning how do you understand that a graph received during generation is similar to a graph from the dataset? There are many approaches to compare graphs by comparing their subgraphs or comparing their Laplacians for example
* Choosing a reward function in the graph domain isn't trivial at all. For instance, for tasks of generating graphs for new molecules, one measure of the generated graph's quality is its novelty relative to existing graphs, its effectiveness in treating certain diseases, or its synthetic accessibility (how easy it is to synthesise it). The reward can also be chosen as a similarity function to existing graphs.

Okay, so we have a function C for comparing graphs and a reward function for evaluating graph quality - how do we train a diffusion model? Actually, quite similar to what I described in my review from 3 days ago of the paper: "RL for Consistency Models: Faster Reward Guided Text-to-Image Generation."

First, we need to define the Markov Decision Process(MDP) for training a diffusion model on graphs. And it turns out it's very similar to the paper I mentioned:

* The state s\_t as a pair of a generated graph at iteration T-t and also the value T-t, the action a\_t is the graph at iteration T-t-1
* The policy (probability of a\_t given s\_t) is the conditional probability of a graph from iteration T-t-1 given a graph at iteration T-t
* The initial state is a random graph at iteration T and reward function r that is given to us calculated on the final graph at iteration 0

The paper proposes two methods for training a diffusion model for graph generation: The first is classic REINFORCE algorithm which is essentially a policy gradient method that trains a policy to have high rewards. In practice, we sample K iterations between 1 and T and maximize an average product (over K samples) of the policy function (conditional probability of a graph from iteration T-t-1 given a graph at iteration T-t) and the reward r for the generated graph (at iteration 0).

The second proposed method is Policy Optimization where instead of maximizing the policy in its pure form, maximizes the probability of generating graph G\_0 from the dataset (which is sampled from the dataset, noised and then the model learns to remove the noise from it) multiplied by the reward for the generated graph. Here too there is averaging over K iterations from which we build an estimation of G\_0.

That's it - a bit of a heavy mathy review, hope you managed to understand something from it...

<https://arxiv.org/abs/2402.16302>

**Mike’s Daily Paper - 01.01.25:  
Inference-Aware Fine-Tuning for Best-of-N Sampling in Large Language Models**

We're starting the new year with a review of a quite interesting paper that proposes a method for improving language model training. The major advantage of this method is that it allows adapting the training to the inference approach, and it's quite clear that if done successfully, this should yield better inference quality. In other words, if we use a certain approach during inference - either choosing the "best answer" from among N model responses (the paper develops methods only for this approach and calls it BoN) or self-correction - then we should adapt the training accordingly.  
  
First, the paper formulates two inference-aware (IA for short) objective functions for training, one for SFT and one for RLHF, named IA-SFT and IA-RL respectively. For IA-SFT, we maximize the likelihood of expert answers to questions from our dataset given an inference policy I (which is BoN actually). Essentially, we optimize the policy (which is the LLM's prediction mechanism, or simply the LLM itself) to perform BoN in the best possible way on our dataset. For IA-RL, the goal is to optimize the policy (the LLM) under inference technique I (BoN) to maximize a reward function R.

The paper then precisely defines what BoN is (formula 1), where the goal is to maximize the model's answer quality when we choose the answer according to what's called a verifier score r (= score for answer quality). By the way, there are two additional parameters here: the number of answers N from which we choose the best answer, and the temperature T of the language model. Intuitively, as T increases (more randomness and creativity in answers), the number of answers N should increase.

Here we have the classic trade-off between exploration and exploitation. The higher T is, the more exploration we perform (more diverse answers), while lower T allows us to "enjoy" what we've learned so far (choice of N affects the trade-off inversely to T).

Okay, but in the IA-SFT optimization problem, we still have argmax (used to select the best answer), which makes it very difficult to solve. Despite having argmax estimation methods like softmax and Gumbel softmax, these methods are still inaccurate and computationally heavy (according to the paper). So the authors use a widely used ML trick - approximating the objective function with a variational approximation that turns it (its log) into a sum of the policy (probability of answer y given question x with the model) and a regularization term called inference-aware term. This term is actually the win-rate of answer y on question x over the current model, where the score of each pair (x, y) is computed with the verifier score function r (with a normalization constant).

In IA-RL, things get a bit more complicated, and the authors use a result from one of Joe Schulman's papers (former CTO of OpenAI) with the legendary Sergey Levine and Peter Abbeel to get a gradient estimate that takes a form similar to the old and well-known REINFORCE algorithm, meaning the product of the policy log with a reward function ("centered" with the expectation of reward function to reduce variance). The paper also discusses interesting cases of optimizing the IA-RL objective function for several forms of verifier score r (for example, binary).

A mathematically heavy paper, I tried (to the best of my ability) to make it a bit more accessible for you...

<https://arxiv.org/abs/2412.15287>

**Mike’s Daily Paper - 02.01.25:   
Loss of plasticity in deep continual learning**

Today we're briefly reviewing a fairly light paper from Nature.

**Introduction:** Standard deep learning methods show a gradual decline in their ability to continuously learn new tasks (gradually "adding" tasks to the model). Unlike catastrophic forgetting, where previous knowledge is lost, loss of plasticity limits the network's ability to efficiently learn new tasks. Comprehensive experiments on datasets like ImageNet and CIFAR-100, as well as Reinforcement Learning scenarios, revealed that neurons become dormant (unchanging across all examples) or overly specialized in specific tasks, reducing their ability to adapt to new data. Over time, networks experiencing continual learning perform no better than shallow (linear) models, highlighting a fundamental limitation of gradient descent-based methods for continual learning (and we train models with GD today)....

**Gradient Descent for Continual Learning:** Continual learning methods try to address loss of plasticity by reinitializing dormant neurons (those that "almost never fire") and retraining them using gradient descent. This approach attempts to "create" neurons that will learn new tasks without getting locked into specific tasks, allowing it to learn new tasks without significant performance degradation. Unlike conventional methods relying solely on gradient descent, GD for continual learning is characterized by gradual updates to different sets of model weights, similar to what happens in biological learning systems.

**Additional Training Methods:** As mentioned, loss of plasticity is related to over-optimization (according to the paper) of weights and the emergence of dormant neurons in the network. These neurons either stop contributing to learning (for ReLU activation) or enter saturation (reaching 0 or 1 for sigmoid). Techniques like L2 regularization reduce model weight growth and maintain "plasticity" (flexibility for new tasks) to some extent. For example, the Shrink and Perturb method, which combines regularization with small random changes in weights, reduces the phenomenon of dormant neurons and thus increases the model's learning capacity.

**Continual Learning Challenges in RL:** Continual learning is essential for RL even more than in supervised learning. Not only can the environment change, but the behavior of the learning agent can also change, thereby influencing the data it receives even if the environment remains stationary. For this reason, the need for continual learning is often more apparent in reinforcement learning, and reinforcement learning is an important setting for demonstrating deep learning's tendency toward loss of plasticity. The paper examines using the methods we discussed earlier for RL tasks along with PPO, the famous optimization algorithm in RL.

https://doi.org/10.1038/s41586-024-07711-7

**Mike’s Daily Paper - 03.01.25:   
A PERCOLATION MODEL OF EMERGENCE: ANALYZING TRANSFORMERS TRAINED ON A FORMAL LANGUAGE**

**Introduction:**

Modern neural networks, particularly LLMs, exhibit a wide range of capabilities, which allow them to serve as foundational systems for various downstream applications. This paper proposes a phenomenological definition of emergence within the context of neural networks, focusing on how specific structures underlying the data-generating process can lead to sudden performance improvements for narrower tasks.

**Emergence in Neural Networks**

The authors define emergence in deep neural networks as the acquisition of specific structures that cause sudden performance growth on specific tasks. They empirically investigate this through an experimental system grounded in a context-sensitive formal language, demonstrating that transformer-powered models trained on strings from this language display emergent capabilities. Once the model learns the underlying grammar and structures, performance on related tasks improves significantly.

**Formal Language Definition**

The experimental system utilizes a probabilistic context-free grammar (PCFG) to define a context-sensitive formal language. The grammar consists of:

**Terminal Symbols:** Parts of speech including subjects, objects, verbs, adjectives, adverbs, conjunctions, and prepositions.

**Non-terminal Symbols:** Symbols that define the structure of sentences.

**Production Rules:** Rules that dictate how terminals and non-terminals can be combined to form valid sentences.

The model is trained on tasks such as free generation, unscrambling(fixing wrong text), and conditional generation, with performance metrics tracked throughout the training process.

**Tasks and Evaluation Protocols**

**1. Free Generation:** The model generates sentences that adhere to the grammatical rules.

**2. Unscrambling:** The model reorders a scrambled string of words to form valid sentences.

**3. Conditional Generation:** The model creates sentences based on given entities or properties.

Evaluation metrics include grammaticality checks, type checks, exact match accuracy, per-token accuracy, and more, providing a comprehensive assessment of the model's capabilities.

**Learning Dynamics:**

The results reveal three distinct phases in the learning dynamics of the model:

**1. Initial Phase:** The model learns basic grammatical structures with minimal performance improvement.

**2. Phase Change:** A sudden increase in performance occurs once the model begins to understand the relative type constraints.

**3. Generalization Phase:** The model demonstrates improved performance on tasks, indicating a transition from memorization to generalization.

**Emergent Capabilities:**

The authors observe that as the language model learns the grammar and type constraints, significant performance boosts are observed across various tasks, particularly in unscrambling and conditional generation. The presence of specific structures allows the model to infer valid combinations of entities and properties, leading to emergent capabilities.

**Scaling and Transition Points:**

The paper discusses how the point of emergence scales with the number of properties in the language. The transition point, where significant performance improvements occur, is linked to the scaling of descriptive properties, allowing for predictions about when capabilities will emerge as the model continues to learn.

**Conclusion:**

This research contributes to the understanding of emergence in neural networks by establishing a framework that defines and characterizes emergent properties based on the acquisition of underlying structures. The findings indicate that grammatical and type constraints serve as critical factors in predicting the emergence of capabilities in language models.

**Mike’s Daily Paper - 06.01.25:   
A Survey on Efficient Inference for Large Language Models**

The paper provides a comprehensive overview of methods for optimizing the efficiency of LLMs during inference. :

**Key Challenges Addressed:**

**1. Model Size:** LLMs, often exceeding billions of parameters, have substantial computational and memory demands.  
**2. Quadratic Complexity in Attention:** The self-attention mechanism's quadratic complexity in input sequence length significantly impacts inference latency and memory usage.  
3. **Auto-Regressive Decoding:** Token-by-token generation exacerbates memory access inefficiencies and limits effective throughput.

**Taxonomy of Optimization Techniques:**

**The paper classifies methods into three levels:**

**1. Data-Level Optimization:**

**Input Compression:** Techniques like prompt pruning, prompt summarization, soft prompt-based compression, and retrieval-augmented generation reduce the size of input prompts while retaining semantic information. This is particularly effective for scenarios requiring longer inputs.

**Output Organization:** Methods such as Skeleton-of-Thought (SoT) and dependency graph-based approaches enable partial parallelization of token generation, leveraging the inherent structure of LLM outputs.

**2. Model-Level Optimization:**

**Efficient Structure Design:**

Mixture-of-Experts (MoE) models dynamically allocate computational resources to input tokens, optimizing Feed-Forward Networks (FFNs).

Simplified or kernel-based attention mechanisms reduce computational complexity from the quadratic one.

Alternatives to transformers, such as State Space Models (SSMs) and recurrent architectures, address inefficiencies while maintaining competitive performance.

**Model Compression:  
  
Quantization:** Reduces bit-width for weights and activations. Post-training and quantization-aware training methods preserve accuracy despite compression.  
**Sparsification**: Removes redundant parameters or attention heads, using techniques like pruning or sparse attention.  
**Knowledge Distillation**: Trains smaller models to mimic the behavior of larger ones, with minimal performance loss.

**3. System-Level Optimization:**

Improvements in inference engines (e.g., speculative decoding and offloading strategies) and serving systems (e.g., batching, scheduling, and memory management) enhance hardware utilization and throughput.

**Efficiency Analysis:**

The inference process is divided into two stages:

1. **Prefilling:** Initialization of the model with input prompts and caching key-value pairs for subsequent steps.  
**2. Decoding:** Sequential token generation with memory and computational overhead.

Efficiency metrics such as latency (per token and total sequence), memory usage (model weights, KV cache, peak memory), and throughput (tokens/second, requests/second) are analyzed to quantify the impact of optimization methods.

**Experimental Insights:**

-The survey consolidates experimental results across methods to provide comparative insights into trade-offs between efficiency gains and accuracy. For instance:  
  
Quantization techniques achieve substantial memory savings but may require careful calibration to avoid accuracy degradation.Structured sparse attention mechanisms balance computational efficiency and model fidelity, especially for long-context tasks.

**Future Directions:**

1. Adaptive techniques that dynamically adjust model size and computation based on input complexity.  
2. Co-optimization across the data, model, and system levels to maximize efficiency.  
3. Hardware-aware methods to exploit modern accelerators like GPUs and TPUs.

<https://arxiv.org/abs/2404.14294>

**Mike’s Daily Paper - 07.01.25  
Anchored Preference Optimization and Contrastive Revisions Addressing Underspecification in Alignment**

**Introduction:**

Today's paper discusses an improvement to an alignment method for language models called DPO, which belongs to the RLHF (Reinforcement Learning with Human Feedback) family of techniques. As you remember, RLHF is one of the stages (usually the last) in training LLMs, along with pretraining and Supervised Fine Tuning (SFT).

**RLHF Fundamentals:**

RLHF's goal is to show the model the difference between preferred (by humans) and less preferred responses. In more mathematical terms, RLHF trains the model to maximize the ratio between the score of the more preferred (better) response to a less preferred one. Classical RLHF method Proximal Policy Optimization adds a regularization term to the maximization objective that tries to keep the learned policy (like a trained LLM) close to the initial LLM (proximity is calculated using KL divergence on the distribution of tokens predicted by both models).

The score is computed using a reward model trained (in the stage prior to RLHF) to estimate the "quality" of the response to a given question. In other words, a reward model R should give a high score to a good response and a low score to a less good response. The model is trained on pairs of good and not-so-good responses to questions, where typically the responses are labeled by human annotators (sometimes powerful language models are used for this labeling).

**DPO Methods:**

It turned out that the PPO optimization objective could be approximated without training a reward model. In the last two years, several papers have proposed methods that can manage without a reward model. One of them is DPO, which stands for Direct Preference Optimization. With DPO, the reward function r\_dpo is defined as the logarithm of the ratio between the policy (the predicted token distribution measured by the model or likelihoods) for the optimized model (being fine-tuned) to that of the initial model. DPO's training objective is to maximize the expectation (over the dataset of question-answer pairs) of the difference of r\_dpo between preferred and less preferred responses.

**Main Paper Ideas:**

The main point of the paper is the observation that optimizing DPO's objective function can affect the ratio of likelihoods of preferred responses w to less preferred ones l in different ways. It can increase the difference between them (which is its stated goal) but it can increase p\_w more than it increases p\_l, or decrease p\_l more than it decreases r\_w. These scenarios might lead to very different models. The paper notes that a preferred response isn't necessarily better than what the model produces before alignment. In this case, DPO might harm the model's performance.

The paper examines the different cases of r\_dpo values for responses w and l (preferred and less preferred respectively) and constructs two objective functions for DPO that might lead to better performance for these cases. The training method optimizing these functions was named Anchored Preference Optimization or APO. The first proposed function increases the policy value (response likelihood) when the current value of r\_dpo for w is close to 0 (w has lower likelihood for the initial model) and further decreases the likelihood of the less preferred response if r\_dpo for l is close to 0.

The second proposed function, on the other hand, decreases w's likelihood when r\_dpo is close to 0 for w and increases the difference between the likelihoods of w and l when the difference between r\_dpo for w and l is close to 0. All this is aimed at making the language model trained using DPO converge to a better solution.

There's something else interesting in this paper. The authors claim that for DPO to work better, both responses (w and l) need to be relevant to the question and one should be "just a little" better than the other. In other words, like in contrastive learning, it's better to train the model on hard negatives.

The authors propose a method for identifying (and building a dataset of) preferred and less preferred responses by creating a preferred response from any relevant response by using an LLM that improves the response (with an appropriate prompt). Another method the authors suggest is to use two responses from the trained model (with DPO) and apply a language model aimed at determining which response is better (called an on-policy judge). One can also build a dataset offline with a third language model and a judge model.

Long review - I hope you survived...

<https://arxiv.org/abs/2408.06266>

**Mike’s Daily Paper - 09.01.25**  
**When Can Transformers Count to n?**

The paper explores the theoretical and empirical limits of transformer architectures when applied to simple counting tasks. Specifically, it examines tasks like "Query Count" (QC) and "Most Frequent Element" (MFE) to determine when transformers can efficiently solve these problems. The study reveals both the capabilities and inherent limitations of transformers in such contexts, providing critical insights into their architectural constraints.

### **Summary of Key Contributions:**

**QC Task**  
The QC task involves determining how many times a specific token appears in a sequence. The authors demonstrate that transformers can implement this task efficiently if the embedding size d exceeds twice the vocabulary size m:

* For d > 2m, a histogram-based approach enables counting by embedding tokens orthogonally. This allows the model to construct a histogram of token occurrences in a single transformer layer.
* For d < m, the orthogonality of embeddings breaks down, making exact counting infeasible. The paper rigorously proves this limitation using the Welch bounds, which quantify the trade-offs in embedding dimensionality.

When the embedding size d is smaller than the vocabulary size m, it becomes impossible to construct orthogonal embeddings for all tokens. To address this, the authors propose the CountAttend Solution, which uses attention mechanisms to estimate token counts. However, this solution introduces specific requirements and practical challenges.

**CountAttend Solution**  
When d < m, the authors propose the "CountAttend" solution, which leverages attention mechanisms to count tokens:

The CountAttend solution involves two main components:

#### 1. **Attention Weights**

* The attention mechanism generates weights that encode the relationship between the query token and all tokens in the sequence.
* For counting, these attention weights must be inversely proportional to the count of the token in the sequence.For example, if a token appears c times, the attention weight associated with it should be proportional to 1/c. This weighting ensures that each token's contribution to the output is normalized by its frequency.

#### 2. **MLP to Invert Weights**

* To recover the actual count c from the attention weights, an MLP (Multi-Layer Perceptron) is required. The MLP essentially performs the inverse operation, mapping the attention weights back to the counts. This requires the MLP to learn a function of the form: f(w) = 1/w where w is the attention weight for a token.

### **Challenges with the CountAttend Solution**

1. **Attention Weight Calculation:**
   * Computing attention weights inversely proportional to token counts requires precise modeling of token relationships across the sequence. This adds complexity to the attention mechanism.
2. **MLP Size:**
   * For longer sequences, the number of neurons in the MLP must grow proportionally. This scaling is computationally expensive and memory-intensive, making it impractical for sequences with many unique tokens or high variability in token frequencies.
3. **Generalization Issues:**
   * The MLP must learn a continuous mapping that accurately recovers counts for all possible token frequencies. This is challenging, especially for tokens with high or very low frequencies.

**MFE Task**  
For the MFE task, which involves finding the token with the highest frequency, the authors show that the task can be implemented if d=O(m using a histogram-based approach. For d < m, the task becomes infeasible, as shown through communication complexity arguments. The authors also propose a two-layer transformer solution, which eliminates the need for a large MLP but increases the model's depth.

**Phase Transition in Performance**  
The paper identifies a critical phase transition: transformers fail at counting tasks when d < m. This threshold underscores the trade-offs between embedding size, vocabulary size, and task complexity..

### **Theoretical Insights**

1. **Orthogonal Embedding Construction**  
   The authors leverage the mathematical properties of orthonormal embeddings to implement histogram-based counting. For d > m, embeddings can be constructed such that the dot product between distinct token embeddings is zero. This ensures exact token counting within a single attention layer.
2. **Welch Bounds**  
   The paper uses Welch bounds to show that, for d < m, the inner product between embedding vectors becomes non-negligible, introducing errors in the histogram. This result formalizes the failure of histogram-based solutions in low-dimensional embeddings.
3. **Communication Complexity**  
   For the MFE task, the authors employ a communication complexity framework to prove that transformers require d=Ω(m) to solve the task. This lower bound establishes that embedding size must scale with vocabulary size to maintain performance.

### **Practical Implications**

The findings have several implications for the design and deployment of transformers in real-world applications:

1. **Architectural Scaling**  
   Transformers must scale embedding sizes with vocabulary size to perform counting tasks effectively. For tasks involving large vocabularies or long sequences, alternative architectures or hybrid approaches may be necessary.
2. **Positional Embeddings**  
   The authors emphasize the necessity of positional embeddings for counting tasks. Without positional information, transformers cannot distinguish between sequences of varying lengths, leading to invariance issues.
3. **Efficiency Considerations**  
   While the histogram solution is efficient for d>m, its practical implementation may be constrained by memory and compute limitations, particularly for very large vocabularies.

### **Conclusion**

The paper provides a comprehensive analysis of transformers' capabilities and limitations in solving basic counting tasks. By combining rigorous theoretical proofs with empirical validation, it highlights the architectural trade-offs inherent in transformer models. The work underscores the importance of embedding dimensionality, positional information, and model depth in enabling transformers to handle fundamental tasks.

**Future research:**

* Hybrid architectures that combine transformers with symbolic methods for counting tasks.
* Extensions to tasks involving hierarchical or structured counting.
* Mechanistic interpretability studies to elucidate the internal representations learned by transformers during counting tasks.

<https://arxiv.org/pdf/2407.15160>

**Mike’s Daily Paper -10.01.25**  
**Chain of Thought Empowers Transformers to Solve Inherently Serial Problems**

The paper presents a theoretical analysis of how Chain of Thought (CoT) prompting enhances transformer models' ability to handle serial computation). The authors make significant contributions by establishing formal expressiveness bounds and introducing a novel complexity class that characterizes transformers' computational capabilities with CoT.

The paper's primary theoretical contribution lies in its expressiveness bounds. Through rigorous mathematical analysis, the authors demonstrate that constant-depth transformers with constant-bit precision are limited to solving problems in [AC0](https://en.wikipedia.org/wiki/AC0)(consists of all families of circuits of depth O(1) and polynomial size, with unlimited-fanin AND gates and OR gates) without CoT (Theorem 3.1). However, they show that with T steps of CoT, transformers become capable of solving any problem computable by boolean circuits of size T (Theorem 3.3). This result has profound implications, as it establishes that polynomially many CoT steps enable transformers to compute any function in P/[poly](https://en.wikipedia.org/wiki/P/poly). Furthermore, the authors prove that transformers with linearly many CoT steps can compute all regular languages, including challenging problems like the composition of non-solvable groups such as S5.

The theoretical framework developed in the paper rests on three pillars. First, the authors present a comprehensive finite precision analysis, introducing a rigorous treatment of floating-point computation in transformers. This includes careful handling of rounding issues through IEEE 754-style arithmetic and the development of correct rounding operations that respect computational reality. Second, they establish deep connections with complexity theory by defining a new complexity class CoT[T(n), d(n), s(n), e(n)], which characterizes transformer computation based on the number of CoT steps T(n), embedding dimension d(n) , precision bits s(n), and exponent bits e(n). Third, they integrate [automata theory](https://en.wikipedia.org/wiki/Automata_theory) by utilizing the [Krohn–Rhodes theory](https://en.wikipedia.org/wiki/Krohn%E2%80%93Rhodes_theory) to analyze transformer capabilities and establish relationships between transformer depth and automata composition.

From an architectural perspective, the work offers a detailed analysis of transformer components, including self-attention mechanisms, feed-forward networks, position encodings, and layer normalization effects. This analysis provides a precise characterization of computational capabilities and establishes clear mappings between architectural features and theoretical bounds.

The paper's impact extends beyond transformer analysis. By introducing a new complexity class for transformer computation, it bridges neural and classical computation models. The mathematical tools developed combine multiple theoretical frameworks effectively and create new connections between previously disparate domains. This work provides the first rigorous explanation of why CoT prompting is effective and establishes fundamental limits of transformer computation.

This work represents a significant advance in our theoretical understanding of transformer computation and CoT prompting. It provides a solid foundation for future research in neural architecture analysis and prompting strategies. The paper's thorough mathematical treatment and clear theoretical insights make it a landmark contribution to the field of machine learning theory.

Looking ahead, this work opens several promising research directions, particularly in understanding the optimal use of CoT prompting and the fundamental limitations of transformer architectures. The theoretical framework established here will likely serve as a foundation for analyzing future neural architecture innovations and prompting strategies.

<https://arxiv.org/abs/2402.12875>

**Mike’s Daily Paper - 11.01.25**  
**Evaluating the Design Space of Diffusion-Based Generative Models**

This paper provides a comprehensive analysis of diffusion-based generative models by offering a unified framework that bridges the training and sampling stages. It builds a robust mathematical foundation for understanding how design choices influence both model performance and computational efficiency.

It tackles the intricate interplay between training and sampling processes in diffusion models. Unlike previous work that often isolates these stages, this study provides a **unified error analysis** that integrates both. Here are the key contributions and insights:

Below, we delve into the main contributions:

#### **1. Training Dynamics and Convergence Analysis**

The paper rigorously examines the denoising score matching (DSM) objective within the framework of gradient descent. Using semi-smoothness techniques, it establishes exponential convergence for deep ReLU networks and provides insights into the optimal weighting functions for training. The focus on variance exploding (VE) settings is particularly notable, as it aligns with practical implementations like EDM (Karras et al., 2022).

Key insights into training dynamics include:

* The **bell-shaped weighting function** emerges naturally from the analysis. This weighting ensures that the optimization focuses more on intermediate noise levels, where the signal-to-noise ratio is balanced, making it easier for the neural network to learn accurate score functions.
* The derived gradient bounds rely on carefully designed assumptions about data scaling and input dimensionality, reflecting realistic training scenarios. These bounds not only guarantee convergence but also allow flexibility in network architectures and noise schedules.

By translating the theoretical findings into practical recommendations, the study emphasizes that the choice of weighting in the loss function is crucial for ensuring rapid convergence without compromising the generalization of the learned score.

#### **2. Sampling Process and Error Bounds**

The sampling process in diffusion models relies heavily on accurately simulating the reverse stochastic differential equation (SDE). The paper extends previous works by deriving sharper, non-asymptotic error bounds under general time schedules. This analysis covers initialization error, discretization error, and score approximation error.

Key contributions include:

* The complexity of the sampling process is shown to be **almost linear in data dimensionality**, provided optimal time schedules are used. This result has profound implications for the scalability of diffusion models, particularly in high-dimensional applications like image generation.
* The study evaluates the impact of time and variance schedules on sampling efficiency. It highlights how different schedules (polynomial vs. exponential) trade off between error minimization and computational cost, offering clear guidelines for different training scenarios.

The explicit breakdown of errors provides practitioners with actionable insights into tuning the generation process. The work also sheds light on the significance of noise initialization and its impact on the final sample quality, connecting theoretical error bounds with practical outcomes.

**3. Full Error Analysis**

By combining the training and sampling analyses, the authors develop a holistic framework for end-to-end error quantification in diffusion-based generative models. This integration reveals how various error sources interact and provides a unified view of the factors influencing sample quality.

Highlights of the full error analysis include:

* **Optimization Error Decomposition:** The study distinguishes between training-related errors (optimization and statistical errors) and sampling-related errors (discretization and initialization). This decomposition clarifies the interplay between model training and the generative process.
* **Impact of Model Overparameterization:** The results show how increased network width and depth can mitigate optimization errors, allowing gradient descent to achieve exponential convergence. This aligns with empirical observations in deep learning but provides a rigorous theoretical underpinning.
* **Error Bound Tightness:** The derived error bounds depend on key parameters such as data dimensionality, noise schedule, and weighting functions. For practical noise schedules (e.g., EDM), the bounds align closely with empirical performance metrics.

The analysis also underscores how errors propagate across training and sampling stages, offering insights into how to balance computational effort between these phases for optimal generative performance.

**Appendix:  
What is Semi-Smoothness?**

Semi-smoothness is a property of the loss function and its gradient, ensuring that the gradient descent steps effectively decrease the loss even when the function is not perfectly smooth. For deep ReLU networks, the loss function involves piecewise linearities, making it non-smooth in general. The semi-smoothness property guarantees that:

* The gradient provides a meaningful direction for descent despite non-smoothness.
* There exist lower bounds on the gradient norms, ensuring consistent progress toward minimizing the loss.

By leveraging semi-smoothness, the authors establish a mathematical link between the loss value and the magnitude of its gradient, enabling them to prove exponential decay in the optimization error.

https://arxiv.org/abs/2406.12839

**Mike’s Daily Paper: 14.01.25   
Improve Mathematical Reasoning in Language Models by Automated Process Supervision**

I've long wanted to write a review about MCTS (Markov Chain Tree Search), and by complete coincidence, I came across this paper proposing to implement this cool method for training LLMs. This time, the goal is to train a language model to solve complex mathematical (logical) problems whose solutions contain many steps.

First, a brief explanation of what MCTS is. Monte Carlo Tree Search (MCTS) is an algorithm for policy optimization in finite-horizon and finite-size Markov Decision Processes, based on sampling random episodes organized through a decision tree.

It works in 4 stages:

* Selection: Choose a path from root to leaf according to an exploration/exploitation policy
* Expansion: Add a new state to the tree
* Simulation: Run a random simulation from the new state until the end of the game
* Backpropagation: Update the values in all nodes along the chosen path

MCTS is usually used to improve the policy by selecting better actions. The model provides state evaluations instead of random simulations, and MCTS uses these evaluations to build a more efficient search tree. For example, AlphaGo uses MCTS combined with deep networks to choose moves. The main advantage of MCTS is balancing between exploring new states (exploration) and utilizing existing knowledge (exploitation), improving decision-making over time.

The paper I’m reviewing today proposes using the MCTS approach to train a language model to build multi-step answers, and as you might guess, the nodes in this graph will be the solution steps. The paper notes that SOTA solutions for training language models to solve these problems fall into two types. The first simulates all solution steps so that the model is trained (with RLHF techniques of your choice) to maximize the reward the model receives at the end (usually binary, meaning whether the solution is correct/incorrect) with some regularization term (proximity to the original model).

The second method, called PRM, does something similar but for partial solution paths (=some solution steps at the beginning). We can see that the first approach will work less well for complicated problems with many steps because the reward is very sparse and difficult to optimize. The second case requires a lot of high-quality labeled data, which is very expensive.

The paper, as mentioned, proposes using MCTS together with PRM. As is common in MDP, we need to define what is the state, action, and reward. The state s is defined as the question q, all solution steps so far (doesn't have to include the whole solution), and action a is choosing the next node which in this case is the next step in solving question q. After action a is chosen, it's added to s, meaning the new state is (s\_old, a). Action a is chosen by policy (p(a|s)) where for MCTS it consists of two terms: the first (exploitation) tends to choose nodes with high reward and the second term (exploration) prefers nodes we haven't visited much.

Now it's time to talk about the reward. For a given node v, its reward is the percentage of correct rollouts (denoted as c) that started from stage v (percentage of paths in the tree that reached the correct solution starting from v). By the way, there's a very intuitive method for identifying the first error in an incorrect solution (which several previous works found as effective information for training an LLM with PRM) that allows identifying nodes that are "definitely incorrect" (from which the correct solution cannot be reached) in the solution. The method is called "binary search."

The method each time divides the solution path in half and checks if c for the node found in the middle of the path is greater than or equal to 0. If it equals 0, then the error is probably in the first half, and if it's greater than 0, then the error is probably in the second half. Then again, divide in half the half where we suspect there's an error and continue to narrow the search until reaching the "misleading node."

To increase the number of examples, the authors propose storing solution rollouts and performing binary search of the node where (likely) an error occurred and starting a new search from there. This allows building examples with the same initial steps but different continuations. I'll remind you that with the PRM approach (which the paper builds its solution on), each example is a triplet of (question, partial solution, whether it's correct). All these quantities can be derived using techniques described above in this review

Finally, the paper uses MCTS with Q policy where the state of each node in the solution graph is described by a (different) triplet which consists of the number of times the solution visited this node, the percentage of correct solutions c from this node (i.e., its Monte Carlo estimator), and also a policy value Q that receives a high value for a c value close to 1 (node mostly leads to correct solution) and also has a (multiplicative) regularization term penalizing it for longer solutions. Selection of a rollout path is chosen by sampling built based on the tree statistics with an algorithm called PUCT (formula 3 in the paper). Of course, Q, c, and tree statistics are updated during MCTS.

That's it - a very long review, I hope I managed to explain it, not a trivial paper...<https://arxiv.org/abs/2406.06592>

**Mike’s Daily Paper: 16.01.25**   
**Diffusion Models for Non-autoregressive Text Generation: A Survey**

Today we'll review a survey from a year and a half ago about a field (family of techniques) so naturally it (the review) will be quite brief. The survey is about non-autoregressive text generation methods, meaning not token after token but rather an entire sequence. The methods we'll discuss generate text in several iterations, but this isn't done in an autoregressive way - for example, these methods can generate token number 78 before token number 24.

Okay, many of you probably thought about generative diffusion models after I mentioned iterative methods, and you're not wrong here. In this brief review, I'll explain concisely how text can be generated using diffusion models. As you probably remember, diffusion models are trained to remove noise from noisy data through iterations. In other words, the model is trained to remove small amounts of noise from the data until reaching clean data, and thus after training, the model can generate data from pure noise in several iterations.

But how can we add noise to text that lives in a discrete space (i.e., tokens)? There are two broad approaches: the continuous approach and the discrete approach. In the continuous approach, which is similar to the standard generative diffusion models, we don't operate in discrete space but in the embedding space. In the continuous approach, we transform our text into a continuous embedding vector, but unlike a regular encoder, we transform each token into its vector representation separately from the others(non-contextualized embedding). Then we train a diffusion model to generate embeddings of texts similar to the way latent diffusion models are trained. It means that noise addition and denoising model training occur in the embedding space, with the ultimate goal being to predict the tokens from the embeddings generated by the latent diffusion model after noise cleaning.

The second family of methods is to perform noise addition in the discrete space. Obviously, the noise can't be continuous, so what can be done is to change token values (for example, to [mask] token) with a certain probability, with the goal being to turn all tokens into [mask] in the final iteration. A diffusion model at iteration i is trained to predict the tokens from the previous iteration, whereas during inference, generation starts with all tokens equal to [mask] and the model gradually turns them into text.

Of course, the “way tokens are noised” in each iteration is a hyperparameter equivalent to the noise schedule in regular diffusion models. It turns out that the noising method can be described by a matrix. Each token can be represented by a probability vector (over the token dictionary) so a token from iteration i can be represented as the inner product of its representation in iteration i-1 by a stochastic matrix Q\_i (sum of rows and columns is 1). Q\_i is the most important hyperparameter in discrete diffusion models.

It turns out this is quite an active research field although these models haven't yet reached the performance of autoregressive language models. But I'm not ruling out that this might still happen because these models can work at higher throughput than autoregressive models (for a modest number of iterations).

<https://arxiv.org/abs/2303.06574>

**Mike’s Daily Paper: 17.01.25   
Towards a Unified View of Preference Learning for Large Language Models**

### **Overview:**

The paper tackles a critical challenge in the development of large language models (LLMs): aligning model outputs with human preferences. This alignment is essential for ethical, accurate, and user-friendly applications of LLMs. While reinforcement learning from human feedback (RLHF) and supervised fine-tuning (SFT) have been central to preference alignment, their relationships remain underexplored, leading to fragmented research.

The authors aim to unify these disparate efforts by introducing a framework that integrates RLHF and SFT approaches under a single gradient-based formulation. This unification not only bridges methodological gaps but also sets the stage for more cohesive advancements in preference learning. The paper emphasizes that preference alignment encompasses multiple components—model, data, feedback, and algorithm—each critical for robust performance.

### **Technical Contributions**

#### **Unified Gradient Framework**
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Here:

* δ: A gradient coefficient that depends on the specific algorithm, feedback, and data.
* A The optimization algorithm applied.
* rr: Feedback signal influencing the gradient coefficient.
* πθ\pi\_\theta: Policy model parameterized by θ\theta.

This equation generalizes the optimization processes used in both RL-based and SFT-based methods, showing that their core difference lies in how feedback is incorporated. RL-based methods typically use scalar rewards, while SFT employs preference labels or rankings.

#### **Taxonomy of Preference Learning**

The paper categorizes preference learning into four interconnected stages:

1. **Data**:  
   * **On-Policy Data Collection**: Data is generated in real-time by the model being trained. Sampling techniques like Top-K, Nucleus Sampling, and Monte Carlo Tree Search (MCTS) are utilized for diverse and high-quality data generation.
   * **Off-Policy Data Collection**: Data is pre-collected, often from external sources, including human-annotated datasets (e.g., HH-RLHF, SHP) or synthetic datasets generated by LLMs (e.g., UltraChat, ULTRAFEEDBACK).
2. **Feedback**:
   * **Direct Feedback**: Includes human labels and hand-designed rules. Examples include correctness checks in mathematical reasoning or unit test results in code generation.
   * **Model-Based Feedback**:
     + **Reward Models**: Estimate human preference probabilities using methods like the Bradley-Terry model:
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Optimization is achieved through a negative log-likelihood loss:
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* + - **Pairwise Scoring Models**: Focus on comparative ranking rather than absolute scoring. These are computationally lighter and more interpretable.
    - **LLM-as-a-Judge**: Utilizes LLMs themselves to evaluate outputs. Self-rewarding mechanisms, meta-rewarding, and generative verification extend this approach.

1. **Algorithms**: Algorithms are grouped based on the number of samples required for gradient computation:  
   * **Point-Wise Methods**: Optimize using single data points. Examples include Proximal Policy Optimization (PPO) and ReMax.
   * **Pair-Wise Contrast Methods**: Leverage comparisons between pairs of outputs. Direct Preference Optimization (DPO) exemplifies this, with its loss function:
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* + **List-Wise Contrast Methods**: Evaluate and optimize over entire sets of outputs. This approach is particularly useful in tasks requiring holistic assessments, such as ranking or summarization.
  + **Training-Free Methods**: Include input/output optimization techniques, eliminating the need for gradient updates during alignment.

1. **Evaluation**: Evaluation strategies assess how well LLMs align with human preferences:  
   * **Rule-Based Evaluation**: Uses predefined criteria such as factual correctness or task-specific benchmarks.
   * **LLM-Based Evaluation**: Involves advanced LLMs (e.g., GPT-4) acting as evaluators, using prompts to assess and rank responses.

#### **Mathematical Details of Reward Models**

The paper dives deep into reward modeling techniques, contrasting:

1. **Bradley-Terry Models**: Which rely on preference probabilities derived from pairwise comparisons.
2. **Binary Classification Models**: Simpler and applicable for tasks with binary outcomes (e.g., correctness checks in code generation or mathematical reasoning).

To address reward hacking and over-optimization, techniques like Kullback-Leibler divergence regularization, model ensembling, and fine-grained reward modeling are explored. For instance:

* Fine-grained RLHF assigns rewards to intermediate reasoning steps, improving performance in tasks requiring sequential decision-making.

### **Conclusion**

This survey provides a mathematically rigorous and conceptually unified view of preference learning for LLMs. Its framework clarifies relationships between RL and SFT methods, enabling researchers to compare, combine, and innovate preference alignment strategies systematically. The emphasis on feedback, algorithm design, and evaluation ensures comprehensive coverage of the field, making this paper an invaluable resource for advancing LLM alignment research.

**Mike’s Daily Paper - 18.01.25   
MAKING TEXT EMBEDDERS FEW-SHOT LEARNERS**

Today, unlike recent reviews, we'll review a very light paper that doesn't involve heavy math. The paper proposes a method for building representations (embeddings) adapted for in-context learning, or ICL for short. Recall that ICL is a prompt-building method where we provide the model with several examples for a task we expect it to perform. For instance, in code generation tasks, we provide the model (within the prompt) with several examples, each being a pair of (question, code) to "clarify" to the model what we expect from it. By the way, why ICL sometimes works on tasks the model wasn't trained on isn't 100% clear and is quite an active research topic.

Note that the model still needs to generate text, meaning we have a decoder model (with causal masking that quite interferes with building the embedding), and the question is how we build an embedding with it as we're used to doing with an encoder. By the way, several papers have proposed methods for building embeddings with decoder models like LLM2Vec and GritML, but they aren't adapted for the case discussed in this paper. That is, the question is how we build an embedding of an ICL-style prompt, meaning one that contains several solved examples for demonstration.

So the authors found a pretty simple solution for this. First, they added an EOS token at the end of the prompt, and the plan is that this token's representation will contain the prompt's embedding (as was done in BERT 7 years ago). Unsurprisingly, the authors chose to do this with contrastive learning (CL).

The goal of CL is to train a representation model so that representations of similar (positive) examples will be close while those of dissimilar (negative) examples will be far apart in the embedding space. For positive examples, the authors chose those with correct answers to the prompt's question, while for negative examples, the incorrect answer was chosen. Note that the demonstration examples in the prompt remain identical for both positives and negatives.

That's it - this is how they train an embedding model on a small number of examples (few-shot), and according to the paper, the results aren't bad…

https://arxiv.org/abs/2409.15700

**Mike’s Daily Paper - 18.01.25**

A joint review by Orel Lavie and Mike of the legendary paper:

**The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks**

**The main idea:**

The Lottery Ticket Hypothesis states that within a dense neural network initialized randomly, there exists a subnetwork (or "winning ticket") that, when trained in isolation, can achieve performance comparable to the original network.

It was found that standard pruning techniques naturally reveal such subnetworks, for which reinitializing under the same hyperparameters preserves the results of the original network at a lower cost, such that the winning tickets are subnetworks that "won the initialization lottery," where the initial weights make training particularly effective.

This idea emphasizes the importance of the network's initial weights. The winning tickets are not random subnetworks, but rather ones that are especially suitable due to their initialization. The process of finding these subnetworks is not simple, as it involves identifying the critical parts (significant neurons) in the network from the very beginning.

**What is network pruning?**

Pruning is a technique that removes unimportant weights from a neural network. According to the Lottery Ticket Hypothesis, pruning helps optimize the network by removing redundant neurons and connections, thus creating a lighter, faster, and more efficient network that maintains or sometimes improves upon the original network's performance. Pruning exposes the "winning tickets": initially, the network contains too many parameters (large and dense network), and then during training and pruning of insignificant weights, these efficient subnetworks are revealed.

**Types of Pruning:**

Unstructured Pruning: Here, any weight or group of weights can be removed without restrictions. This creates a "sparse" neural network where only some weights remain. This technique is also called Weight Pruning. In such pruning, there's no predefined choice of what will be pruned; it's all based on the minimal contribution of the chosen neuron to be pruned.

Structured Pruning: Here, entire groups of weights are removed, such as complete neurons in a feedforward network (FFN). The result is a "dense" but smaller neural network. The choice here is deliberate, where the network's structure is important to maintain. A neuron might not be chosen for pruning to avoid damaging the chosen structure, compared to other neurons.

**One-shot versus Iterative Pruning:**

One-shot Pruning: The network is trained once, a certain percentage of weights (p%) is pruned, and then the remaining weights are reinitialized. This assumes that in one iteration we've reached the final and desired solution, without need for a repeated and ongoing process.

Iterative Pruning: The network is trained, some weights are pruned, reinitialized, and the process is repeated several times. In each round, a small percentage of the weights that survived the previous round is pruned. Results show that iterative pruning successfully finds winning tickets that achieve the same performance as the original network, while using a smaller network compared to one-shot pruning.

<https://arxiv.org/pdf/1803.03635>

**Mike’s Daily Paper - 21.01.25   
Time-MoE: Billion-Scale Time Series Foundation Models with Mixture of Experts**

The paper caught my attention despite my shallow knowledge of time-series(TS) analysis. Mainly because its name includes the phrase "Foundation Models," which is quite a rare beast in the time-series field, unlike in large language models. The reason for this (probably) is the much richer variety of time series that are relatively different compared to natural language.

To be honest, I didn't find very interesting architectural innovations in Time-MoE, which is of course based on transformers, however, it has some elements that are different from what we're used to seeing in LLMs. For instance, instead of tokenization and embedding layers based on a token dictionary that we have in LLMs, in the proposed model each token (which is a point in the series) undergoes a non-linear transformation with SwiGLU activation and several linear transformations.

Regarding the transformer layer, the authors use a fairly standard MoE architecture. The only difference that caught my eye was the use of the RMSNorm normalization method that I wasn't familiar with. Besides that, it has all the regular transformer layers including, of course, residual layers.

The final layer of Time-MoE is a bit different from what we're used to seeing in transformers. Since unlike language models, in the TS world we need to predict different time points (say a second, minute, or day ahead), the authors use multiple heads in the last layer. Each head is responsible for predicting at a specific horizon (number of samples ahead). During training, they combine the losses from all heads.

The loss functions in the paper are quite standard too: Huber function, which is the robust version of L2 (doesn't allow reaching very high values). Additionally, there's a regularization term that tries to activate all experts in MoE uniformly. And of course, they trained the model on huge and diverse datasets.

That's it - a short review, and hopefully a clear one too…

https://arxiv.org/pdf/2409.16040

**Mike’s Daily Paper - 22.01.25**   
**MONOFORMER: ONE TRANSFORMER FOR BOTH DIFFUSION AND AUTOREGRESSION**

Today I'll do a brief review of a quite interesting paper that combined two types of models - a language model and a vision model into a single transformer. Most multimodal models consist of several models, each responsible for generating one type of data. For example, visual language models typically consist of two models: a language model and an image generation model. The authors propose to "connect" these two models into a single transformer model, and this is done quite intuitively.

First, let's note that both these models work in the token space, where for language models each token is part of a word or a complete word, while for visual models each token is an image patch. So the attempt to combine them into one model seems quite natural, but it's unclear whether the same transformer can be trained to generate both language and images.

The proposed model generates language exactly like a standard LLM, in an autoregressive manner, meaning token after token. But how can it be combined with an image generation model that is obviously based on diffusion models (in 2025 this is the default option after all). First, we need to remember that an autoregressive model (for language generation) works causally, meaning that during the generation of token n, all tokens behind it are masked and don't participate in generation (using a causal mask). For diffusion models, we need a bidirectional model because when generating an image patch, it's very beneficial to use all other patches.

This is exactly how the proposed model is built - language is generated with a causal mask and the image is generated with all tokens (including text tokens). By the way, this approach will also work in the opposite direction: meaning for generating text from an image (for example, for the image captioning task). But how do we know to switch from "causal" mode to "bidirectional" mode? The authors suggest using a specific token that marks where image generation begins - this token should be generated for tasks like text-to-image generation.

A few words about the transformer for image generation. The paper uses a latent diffusion model where the model is trained to build a latent representation of an image from noise by gradually removing a noisy component from it (for each patch). Then all representations (of the patches) are passed through a decoder (based on VAE) that builds an image from them.

The model is trained with a loss that is a weighted sum of the standard losses for the above-mentioned models: language model and diffusion model. The paper manages to generate quite beautiful images....

<https://arxiv.org/abs/2409.16280>

**Mike’s Daily Paper - 24.01.25   
Back to Basics: Revisiting REINFORCE Style Optimization for Learning from Human Feedback in LLMs**

**Short Paper Summary:**The paper revisits the use of Reinforcement Learning from Human Feedback (RLHF) in the optimization of Large Language Models (LLMs). It challenges the dominance of Proximal Policy Optimization (PPO) as the de facto reinforcement learning(RL) method in this context, highlighting its computational inefficiency and unnecessary complexity. Instead, the authors propose returning to simpler REINFORCE-style methods, specifically Vanilla Policy Gradient (REINFORCE) and its multi-sample extension, REINFORCE Leave-One-Out (RLOO). These methods are shown to outperform PPO in terms of computational cost, sample efficiency, and reward optimization across multiple datasets and LLM architectures. The findings emphasize that aligning LLMs with human preferences can be achieved with more straightforward optimization strategies tailored to the specifics of RLHF.

**Important points:**

**Theoretical Simplification:**The authors demonstrate that many components of PPO (e.g., clipping, value functions, and token-level modeling) are unnecessary for RLHF, given the stable initialization(aka warm start) of pre-trained LLMs. By modeling entire sequences as single actions, REINFORCE avoids the complexity of token-level state-value functions, making the problem akin to a contextual bandit.

**Practical Efficiency:**RLOO uses all generated samples for baseline construction, achieving higher sample efficiency than RAFT, which discards all but the top-ranked sample. This leads to significant computational savings and better utilization of available data. The approach simplifies RLHF pipelines by reducing reliance on sensitive hyperparameters like clipping ratios and advantage estimation.  
 **Robustness:**RLOO demonstrates robustness to noisy reward signals and higher KL penalties, outperforming methods like RAFT that are more sensitive to them.

**Theoretical Insights**

**Variance-Bias Tradeoff and Unbiased Gradient Estimation:**PPO relies on state-value functions and Generalized Advantage Estimation (GAE) to reduce variance in gradient estimation at the cost of introducing bias. The paper argues that in RLHF, the strong initialization(=warm start) of LLMs makes variance reduction less critical. This enables unbiased methods like REINFORCE to perform well without introducing bias. Empirically, the paper demonstrates that REINFORCE achieves better reward optimization than PPO, even when subjected to theoretically high-variance conditions.

**Full-Trajectory Modeling vs. Token-Level Modeling:**PPO models each token as an action, creating a Markov Decision Process (MDP) where partial sequences are states. However, RLHF attributes rewards only to entire sequences, rendering intermediate states irrelevant. By modeling the entire sequence as a single action, REINFORCE simplifies the problem into a bandit-like setup, aligning directly with the reward structure. Empirical results confirm that this approach outperforms token-level modeling in both efficiency and performance.

**Clipping and Stability of Policy Updates:**PPO uses a clipping mechanism to prevent large policy updates that could destabilize learning. The authors show that this is unnecessary for RLHF, as the optimization landscape is stable due to the strong initialization of pre-trained LLMs. Removing clipping in PPO or avoiding it altogether with REINFORCE results in better performance, indicating that RLHF does not require this level of stabilization.

**Tradeoff Between Variance Reduction and Bias Introduction:**PPO’s advantage estimator trades off variance and bias, controlled by the hyperparameter λ. Higher λ\lambda values (closer to 1) reduce bias but increase variance. The authors demonstrate that in RLHF, higher λ\lambda values consistently lead to better rewards, supporting the use of unbiased estimators like REINFORCE.

**Robustness of Multi-Sample Baseline Estimators:**RLOO uses multiple generated samples to construct baselines for variance reduction. This approach maintains the unbiased nature of REINFORCE while significantly improving sample efficiency and robustness to noise. Unlike RAFT, which discards lower-ranked samples, RLOO leverages all generated samples, leading to consistent improvements across datasets and conditions.

**KL Regularization and Alignment:**KL divergence penalizes deviations from the reference policy, helping ensure alignment. The authors show that RLOO handles high KL penalties better than RAFT, which struggles due to its reliance on top-ranked samples. RLOO achieves a balance between alignment (reward optimization) and diversity, avoiding excessive overfitting to the reward model.

**Simplification of RLHF Objectives:**By eliminating components like clipping, token-level modeling, and GAE, the REINFORCE framework reduces the number of hyperparameters, simplifying the RLHF pipeline. This makes it more accessible to non-RL specialists while maintaining or improving performance.

**Limitations and Future Directions:  
  
Reward Over-Optimization:**The study does not address reward model over-optimization, where the policy exploits biases in the reward function at the expense of generalization. This remains an open challenge for RLHF.

**Human Evaluation:**While simulated win-rates using GPT-4 serve as a proxy for human preferences, direct human evaluations would provide stronger evidence for the alignment quality.

**Scalability:**The scalability of REINFORCE and RLOO to larger models and diverse datasets, particularly under resource constraints, warrants further investigation.

**Conclusion**The paper presents a compelling argument for revisiting REINFORCE-style methods in RLHF, challenging the dominance of PPO. By leveraging the specific characteristics of RLHF—such as stable pre-trained initialization and sequence-level rewards—the authors demonstrate that simpler methods like REINFORCE and RLOO can outperform more complex alternatives like PPO and RAFT in terms of reward optimization, sample efficiency, and robustness.

<https://arxiv.org/abs/2402.14740>

ֿֿ

**Mike’s Daily Paper Review - 27.01.25**   
**FineZip: Pushing the Limits of Large Language Models for Practical Lossless Text Compression**

I chose this Paper for review because I have a great fondness for everything related to compression - whether it's model compression, data compression, or any kind of compression :). The Paper proposes a nice method for data compression. You probably know that our models can compress data quite well with the latent representation (embedding) they produce from the data. If I'm not mistaken, we can compress a high-resolution image by a factor of 100 with its embedding.

But this compression isn't lossless. While we can reconstruct the image from its embedding so that the human eye won't notice any difference between the reconstructed and original images, they aren't necessarily identical. In the case of text, this can be somewhat problematic because we want to recover it exactly as it is.

The reviewed paper, however, proposes a method for text compression that allows for exact reconstruction. The proposed method is quite simple and intuitive. After all, how does a language model generate text - its final layer outputs a distribution over the token space and the token is sampled from this distribution (there are several methods). We can use this distribution to compress our text.

For example, as proposed in the LLMZip paper, we can encode each token (given its preceding context) by the rank of its probability in the distribution for that token. This rank is essentially the position of the token in the sorted list of tokens according to their probability in that token's distribution(in descending order).

If the language model we're using is very powerful, this rank will be close to 1 (or 2, 3 but not 1000). And it's known that such sequences can be compressed very efficiently (high compression rate). So LLMZip proposed fine-tuning a language model for the text being compressed, which isn't practical because each text needs its own model and the training is computationally intensive. The reviewed paper suggests using LoRA (or other PEFT method) for compression so that we'll need to store the additional matrices (or adapters) for each text with a single language model for all.

While it's still not very practical, it's quite interesting from a conceptual perspective..

https://arxiv.org/abs/2409.17141

**Mike’s Daily Paper Review - 29.01.25**  **A Survey on Diffusion Models for Inverse Problems**

Diffusion models have rapidly emerged as a powerful tool for generative modeling, capable of producing high-quality samples across diverse domains. Their success has paved the way for groundbreaking advancements in solving inverse problems, particularly in image restoration and reconstruction, where diffusion models serve as unsupervised priors.

The survey, I am going to review today, offers a comprehensive exploration of methods leveraging pre-trained diffusion models to address inverse problems without the need for additional training. The authors present a structured taxonomy that categorizes these approaches based on the specific problems they tackle and the techniques they employ.

#### **Mathematical Framework for Inverse Problems**

The paper formalizes inverse problems under the general formulation:

Y = A(X) + \sigma\_y Z, \quad Z \sim \mathcal{N}(0, I\_m)

where A is a (possibly nonlinear) corruption operator, and controls the noise level, X is an original clean data and Y is corrupted data. Various well-known problem settings, such as denoising, inpainting, and compressed sensing, are framed within this formulation by specifying different forms of A.

#### **2. Diffusion Processes**

The authors leverage **Denoising Diffusion Probabilistic Models (DDPMs)** and their extensions based on stochastic differential equations (SDEs) to approach inverse problems. The forward process is described by:

\mathrm{d}X\_t = f(X\_t, t) \mathrm{d}t + g(t) \mathrm{d}W\_t,

where W\_t is a Wiener process, X\_t is data distribution at iteration(time) t. f and g are hyperparameters of the diffusion process(noise schedule). Anderson’s reverse Stochastic Differential Equations(SDE) framework is used to sample from the unknown data distribution:

\mathrm{d}X\_t = \left( f(X\_t, t) - g^2(t) \nabla\_{X\_t} \log p\_t(X\_t) \right) \mathrm{d}t + g(t) \mathrm{d}W\_t.

This formulation enables modeling corrupted data by progressively adding noise and subsequently reversing the diffusion process for reconstruction.The core mathematical challenge is estimating the **score function** which is the gradient of the probability distribution p\_t(x\_t). The survey highlights the pivotal role of **Tweedie’s formula**:

\nabla\_{x\_t} \log p\_t(x\_t) = \frac{\mathbb{E}[X\_0 | X\_t = x\_t] - x\_t}{\sigma\_t^2}.

Learning the conditional expectation using neural networks provides an effective way to approximate the score.

### **4. Taxonomy of Methods in Diffusion-Based Inverse Problem Solving**

The authors of the paper provide a rich taxonomy that categorizes methods based on their mathematical approach, target problem types, and optimization techniques.

#### **4.1 Explicit Approximations for Measurement Matching**

This family focuses on approximating the measurement score term in a diffusion framework. These approximations often leverage closed-form solutions for linear inverse problems. The general form is given by:

\nabla\_{x\_t} \log p(y | x\_t) \approx -L\_t M\_t G\_t^{-1},

where:

* represents the measurement error, typically defined as .
* projects the error back into the solution space; for example, in linear cases.
* is a re-scaling factor controlling guidance strength.

##### **Representative Methods**

* **Score-ALD (**ALD stands for Annealed Langevin Dynamics)**:** Uses a simple approximation:  
  \nabla\_{x\_t} \log p(y | x\_t) \approx -\frac{A^T (y - A x\_t)}{\sigma\_y^2 + \gamma\_t^2}.
* **DPS (Diffusion Posterior Sampling):** Approximates the posterior using a mapping:  
  p(y | X\_0 = \mathbb{E}[X\_0 | X\_t]) \sim \mathcal{N}(y; A \mathbb{E}[X\_0 | X\_t], \sigma\_y^2 I),  
  leading to:  
  \nabla\_{x\_t} \log p(y | x\_t) \propto A^T (y - A \mathbb{E}[X\_0 | X\_t]).
* **Moment Matching:** Extends DPS by incorporating an anisotropic Gaussian approximation:  
  p(x\_0 | x\_t) \approx \mathcal{N}(\mathbb{E}[X\_0 | X\_t], \sigma\_t^2 \nabla\_{x\_t} \mathbb{E}[X\_0 | X\_t]).

#### **4.2 Variational Inference Methods**

These methods approximate the true posterior distribution by introducing a tractable surrogate distribution and optimizing its parameters via variational techniques.The goal is to minimize the KL divergence between the surrogate and true posterior:

\min\_{q} D\_{KL}(q(x) \| p(x | y)).

##### **Key Techniques:**

* **RED-Diff:** Proposes a novel loss combining reconstruction and score-matching objectives:  
  \mathcal{L}\_{\text{RED}}(\mu) = \frac{1}{2 \sigma\_y^2} \| y - A \mu \|^2 + \sum\_t \lambda\_t \| \epsilon\_\theta(x\_t) - \epsilon \|^2,  
  where is the variational mean, and is the denoising function learned by the diffusion model.
* **Blind RED-Diff:** Extends RED-Diff by jointly optimizing for both the latent image and forward model parameters . This leads to a coupled variational problem:  
  \min\_{q} D\_{KL}(q(x, \phi) \| p(x, \phi | y)).

#### **4.3 CSGM-Type Methods (Conditional Score Generative Models)**

These approaches optimize directly over a latent space using backpropagation. The fundamental idea is to iteratively adjust initial noise vectors to satisfy measurement constraints.

##### **Key Techniques**

* Backpropagation through a deterministic diffusion sampler.
* Latent space optimization to enforce fidelity to the observed measurements.

#### **4.4 Asymptotically Exact Methods**

These methods rely on sampling from the true posterior distribution using advanced Markov Chain Monte Carlo (MCMC) techniques.

##### **Key Techniques**

* **Particle Propagation:** Sequential Monte Carlo (SMC) methods propagate multiple particles through distributions to approximate the posterior.
* **Twisted Sampling:** Methods like the Twisted Diffusion Sampler (TDS) use geometry-aware updates to enhance convergence rates.

#### **4.5 Optimization Techniques**

The methods further vary by the optimization strategies employed:

* **Gradient-based techniques:** Utilize derivatives to enforce measurement consistency.
* **Projection-based techniques:** Project samples onto feasible subspaces.
* **Sampling techniques:** Use probabilistic approaches like Langevin Dynamics for particle updates.

This survey elegantly brings together advanced mathematical tools, providing a solid foundation for researchers aiming to solve inverse problems using diffusion processes. The integration of stochastic calculus, Bayesian inference, and optimization techniques makes it a crucial reference point for pushing the boundaries of inverse problem-solving.

<https://arxiv.org/pdf/2410.00083>

**Mike’s Daily Paper - 31.01.25**   
**Law of the Weakest Link: Cross Capabilities of Large Language Models**

### **Introduction and Problem Definition**

The authors highlight a critical gap in existing LLM research - the tendency to focus on evaluating isolated capabilities while overlooking real-world tasks that require multiple skills, termed *cross capabilities*. The paper frames this problem through a comprehensive taxonomy of seven individual and seven cross capabilities, such as *Coding & Reasoning* and *Tool Use & Coding*. To address the complexity inherent in evaluating these intersections, the authors propose CrossEval, a benchmark composed of 1,400 human-annotated prompts designed to test LLM performance on multi-dimensional tasks.

### **Contributions and Methodology**

The authors make several significant contributions:

**Comprehensive Capability Definitions:** They construct a detailed taxonomy of both individual and cross capabilities, categorizing tasks into broad categories and fine-grained subcategories.

**CrossEval Benchmark:** This novel evaluation framework consists of 1,400 prompts, 4,200 model responses, and 8,400 human ratings. The prompt set encompasses tasks of varying difficulty, ranging from simple factual questions to complex, cross-capability tasks.

**Cross Capability Examples:**

1. **Coding & Reasoning:** One prompt in this category may ask the model to analyze a code snippet and determine whether it correctly implements a complex mathematical function. This task requires not only coding knowledge but also logical reasoning to validate the function's correctness.
2. **Tool Use & Reasoning:** In another example, a prompt might require the model to use web-based data retrieval tools to answer a question about historical weather trends, followed by providing an analytical step-by-step explanation of observed patterns. This task demands both reasoning and external tool usage capabilities.

**LLM-Based Evaluation:** The study introduces a multi-reference evaluation framework where expert annotators assess the quality of multiple model responses on a [Likert scale](https://www.scribbr.com/methodology/likert-scale/). The authors also develop a point deduction-based evaluation strategy for enhanced accuracy.

**Analysis of Cross Capability Dynamics:** The authors find that cross-capability performance often follows the "Law of the Weakest Link" — where performance is constrained by the weakest individual capability.

**Experimental Findings**

**Law of the Weakest Link:**  
The most striking observation is that cross-capability performance is constrained by the weakest individual capability, consistent with the "Law of the Weakest Link." Out of the 58 cross-capability scenarios tested across 17 LLMs, 38 showed performance lower than either of the involved individual capabilities, while 20 scores lay between the strong and weak abilities but were much closer to the weaker one. For instance, in tasks combining Tool Use & Reasoning, if the model exhibited poor reasoning skills, it significantly degraded performance even when the model's ability to use tools was proficient. This effect was observed regardless of the complexity or nature of the task.

**Tool Use Deficiencies:**  
Tool Use emerged as the weakest capability across all LLMs tested. Tasks requiring web browsing, dynamic data retrieval, or external code execution proved especially challenging. The highest scores for tasks involving tool use never exceeded 50 on a 1–100 scale across the benchmark. Notably, even models with code interpreter functionalities, such as Gemini Pro Exp, struggled to maintain performance parity with simpler reasoning tasks. This weakness is critical because tool use is fundamental to many real-world applications, such as research assistance, data analysis, and AI agents. The authors highlight that models relying solely on static data sources performed poorly compared to tasks where more explicit information was available directly within the prompt.

**Cross-Capability Performance Gap:**  
On average, models scored 65.72 for individual capability tasks but only 58.67 for cross-capability tasks, a gap of 7.05 points. This highlights the difficulty models face when integrating multiple skills. Tasks such as Spanish & Reasoning and Long Context & Coding demonstrated particularly large gaps, suggesting that further optimization is needed in multilingual and long-context processing scenarios.

**CrossEval Effectiveness in Differentiation:**  
CrossEval proved effective at distinguishing between even subtle differences among state-of-the-art LLMs. For example, the Claude 3.5 Sonnet model consistently outperformed its predecessors in tasks involving Image Recognition & Reasoning and Spanish & Image Recognition. This progression mirrors the development of increasingly sophisticated Claude models and emphasizes the value of CrossEval in benchmarking fine-grained advancements in LLM capabilities.

**Correlation Metrics Improvement:**  
The benchmark demonstrated an improvement in correlation metrics for LLM-based evaluations when using multiple reference examples, given to the LLM, performing evaluation. Pearson correlation improved from 0.578 with no reference examples to 0.697 with two references, indicating that the inclusion of well-annotated references significantly enhanced evaluation reliability.

**Summary:**The experiments reveal that while LLMs are advancing rapidly, they remain highly constrained by their weakest components. Addressing these limitations is essential for achieving more robust, cross-functional AI systems capable of solving complex, real-world problems.

<https://arxiv.org/abs/2409.19951>

**Mike’s Daily Paper - 31.01.25**   
**Classical Statistical (In-Sample) Intuitions Don’t GeneralizeWell: A Note on Bias-Variance Tradeoffs, Overfitting and Moving from Fixed to Random Designs**

### **Introduction**

Modern machine learning methods exhibit behaviors that starkly contradict traditional statistical intuitions, particularly concerning overfitting, the bias-variance tradeoff, and generalization. Classical statistics often posits that as model complexity increases, bias decreases, but variance increases—a well-known bias-variance tradeoff. However, phenomena such as *double descent* and *benign overfitting* challenge this view. The paper argues that these phenomena are not exclusively due to complex models, overparameterization, or high-dimensional data, but rather to a fundamental shift from *fixed design* to *random design* setups. The paper provides a fascinating mathematical exploration of how this shift significantly alters statistical principles.

### **Problem Setup: Fixed vs. Random Design**

The distinction between fixed and random designs is fundamental to the paper:

* **Fixed Design:** The inputs during testing remain the same as the training inputs, *with only the labels re-sampled*. Classical statistical analysis often assumes this setup, which emphasizes minimizing*in-sample prediction error.*
* **Random Design:** *Both inputs and labels are independently sampled* from the underlying data distribution during testing. This setup aligns with how ML models are evaluated today, focusing on *generalization error or out-of-sample prediction error.*

The move from fixed to random design leads to profound changes in the behavior of bias, variance, and overall prediction error. This subtle yet impactful shift is the core reason why modern ML phenomena seem to violate classical statistical wisdom.

Mathematically, the errors in the two settings are defined as:

* **Fixed Design Error (In-Sample)**

\text{ERR}\_{\text{fixed}} = \mathbb{E}\_{\tilde{y}} \left[ \frac{1}{n} \sum\_{i=1}^n (\tilde{y}\_i - \hat{f}(x\_i))^2 \right]where y\_i^{~} are re-sampled outcomes at fixed inputs .

* **Random Design Error (Out-of-Sample)**

\text{ERR}\_{\text{random}} = \mathbb{E}\_{x\_0, y\_0} \left[ (y\_0 - \hat{f}(x\_0))^2 \right]where both x\_0 and y\_0 are new samples from the data distribution.

This simple change leads to far-reaching consequences for the bias-variance tradeoff and generalization properties of models.

### **Bias-Variance Tradeoff in Fixed vs. Random Design**

#### **Classical View (Fixed Design)**

In classical fixed design setups, the bias-variance decomposition is straightforward:

\text{Bias}(x) = f^\*(x) - \mathbb{E}[\hat{f}(x)]

\text{Var}(x) = \mathbb{E}[(\hat{f}(x) - \mathbb{E}[\hat{f}(x)])^2]

where:

* σ^2 is the irreducible noise in the data.

For simple estimators like -Nearest Neighbors (k-NN):

* **Variance** monotonically decreases with increasing as more neighbors are averaged.
* **Bias** monotonically increases since averaging incorporates less similar neighbors.

This tradeoff forms the textbook U-shaped curve for prediction error as a function of model complexity.

#### **New Behavior in Random Design**

Curth demonstrates that in random design, the bias-variance intuition breaks down. Specifically:

1. **Bias does not monotonically decrease with complexity:** The nearest neighbor may not perfectly match the test point, leading to non-zero *neighbor-matching bias*.
2. The bias can exhibit a *U-shaped pattern*, where intermediate complexity models minimize bias.

This behavior is formalized by decomposing the bias as:

\text{Bias}\_k(x\_0) = \left( f^\*(x\_0) - f^\*\left(\sum\_{i=1}^n w\_{k,i}(x\_0) x\_i \right) \right) + \left( f^\*\left(\sum\_{i=1}^n w\_{k,i}(x\_0

The two components are:

* **Neighbor Matching Bias:** Arises when the weighted average of training points does not perfectly reconstruct the test point.
* **Averaging Bias:** Results from the nonlinearity of the true function f\*(x).

This decomposition reveals that even in low-dimensional, simple settings, random design introduces complexities that disrupt classical intuitions.

### **Double Descent Phenomenon**

Double descent refers to the non-monotonic behavior of prediction error as a function of model complexity. It consists of:

1. A U-shaped curve in the under-parameterized regime ().
2. A second descent in the overparameterized regime ().

Curth emphasizes that double descent cannot occur in fixed design settings because interpolation always results in constant in-sample error:

\text{ERR}\_{\text{fixed}} = 2 \sigma^2 \quad \text{for any interpolating model}

This is because interpolating models predict perfectly at training points, leading to zero bias and variance in fixed design.

However, in random design, double descent emerges naturally due to changes in effective model complexity and generalization properties when moving beyond interpolation.

### **Benign Overfitting vs. Benign Interpolation**

The author critiques the term *benign overfitting*, proposing *benign interpolation* instead. Classical definitions of overfitting imply degraded generalization performance, which contradicts the idea that fitting the training data perfectly can sometimes yield good test performance.

In fixed design, interpolation cannot be benign due to the dominance of noise variance:

\text{ERR}\_{\text{fixed}} = \sigma^2.

In random design, however, models like neural networks and random forests can exhibit *spiked-smooth behavior*, where they interpolate sharply at training points but generalize smoothly to unseen inputs.

This behavior can be quantified using **effective complexity** measures: models that reduce effective complexity at test time tend to exhibit benign interpolation.

### **Experimental Validation**

Curth provides empirical evidence using nonlinear data-generating processes (DGPs) to illustrate the theoretical findings:

1. **Bias Behavior:** In random design, bias exhibits a U-shape, contradicting the classical monotonic decrease.
2. **Double Descent:** Linear regression experiments confirm that double descent is exclusive to random design.
3. **Benign Interpolation:** Random forests behave like 1-NN at training points but generalize like -NN with test points.

### **Implications**

The findings have significant implications for both theory and practice:

1. **Rethinking Statistical Education:** Introductory courses should clarify the distinction between fixed and random design settings.
2. **Causal Inference and ML:** In domains where training inputs may reoccur (e.g., causal inference), fixed design assumptions may still be relevant.
3. **ML Model Selection:** Understanding when interpolation is benign requires measuring test-time complexity, not just training performance.

### **Conclusion**

Curth’s work offers a groundbreaking perspective on why classical statistical intuitions break down in modern ML. By highlighting the shift from fixed to random design, the paper provides a unifying framework for understanding double descent, benign interpolation, and the evolving role of the bias-variance tradeoff.

This note invites statisticians and ML practitioners to reconsider long-held assumptions and adapt their methodologies to align with the realities of random design settings.

**Mike’s Daily Paper - 03.02.25  
The Perfect Blend: Redefining RLHF with Mixture of Judges**

Following the release of DeepSeek's latest model, there's increased interest in RLHF (Reinforcement Learning with Human Feedback) as a technique for fine-tuning language models. DeepSeek researchers demonstrated that it's possible to train a powerful language model to perform reasoning primarily using RLHF (there's some SFT but still mostly RLHF). The paper we'll review today was published almost 4 months before DeepSeek's R1 and proposes a method that improves RLHF performance.

One of the major problems with RLHF training is reward hacking (or RH), where the model learns to maximize the reward function but converges to a weak or unsafe model (despite the regularization term that tries to keep the final model close to the initial model used for RLHF). The authors propose to address this problem in three ways. The first is a set of constraints on the prompt response (such as whether it's harmful) checked by a judge (which is another language model). The second improvement is a modification of the reward function by subtracting a certain baseline reward, which I'll explain shortly. The third change is in building the dataset for RLHF.

This subtraction reminds me of two things. First, the new reward (after subtraction) looks similar to the advantage function (just similar but it's not) known to us from the PPO loss function, except this time it's not calculated through a Value function using GAE methods but in a different way. This new reward reminds us of what we saw in DeepSeek's paper's objective function. There, the baseline was calculated using the average reward (over batch) of the fine-tuned model (normalized with variance). In the paper, this term served as an estimate of that advantage function.

As mentioned, the paper's second innovation (the first being the constraints we impose on model outputs) is the baseline subtracted from the reward. The authors suggest taking the baseline as the reward for gold examples (answers) from the SFT dataset (questions and answers) or from preferred answers in the RLHF dataset. Thus, our reward measures how the trained model's answers compare to preferred answers in terms of their reward.

The third change is in the objective function. In addition (the authors propose 2 variants) to maximizing the likelihood of preferred answers and minimizing the likelihood of less preferred answers (in terms of reward), the paper suggests only maximizing the likelihood of preferred answers (surprisingly, this works). The authors also "wrap" these ideas with classical RLHF methods like DPO and RAFT.

<https://arxiv.org/abs/2409.20370>

**Mike’s Daily Paper - 05.02.25  
Technical Review: Deep Generative Models through the Lens of the Manifold Hypothesis**

### **Overview:**

Curious about why diffusion models outperform GANs, VAEs, and other generative approaches from a mathematical perspective? Want to understand the brilliance behind latent diffusion models and why they excel? Dive into this in-depth, technical, and mathematically rich paper review — a fascinating journey into the theory behind modern generative models!

This paper offers a comprehensive exploration of deep generative models (DGMs) under the framework of the manifold hypothesis, which asserts that high-dimensional data of interest often lies on a lower-dimensional submanifold embedded within the ambient space. The authors aim to clarify why models such as diffusion models and certain generative adversarial networks (GANs) empirically outperform others, including likelihood-based methods like variational autoencoders (VAEs) and normalizing flows (NFs). By adopting a manifold-based viewpoint, the authors provide insights into the intrinsic limitations of existing approaches while introducing new theoretical connections between DGMs and optimal transport.

The study stands out by formally proving the inherent numerical instability faced by high-dimensional likelihood-based models when attempting to represent manifold-supported data and establishing a novel interpretation of two-step DGMs as approximators of the Wasserstein distance.

### **Key Contributions**

#### **1. Survey of Manifold-Aware and Manifold-Unaware DGMs**

The authors categorize DGMs into two primary groups:

* **Manifold-Unaware Models:** These models do not explicitly account for the manifold structure of data. Examples include VAEs, NFs, and energy-based models. Such models are prone to manifold overfitting, where densities diverge to infinity along the manifold while failing to capture the distribution within it.
* **Manifold-Aware Models:** These models either incorporate noise to spread probability mass beyond the manifold or optimize support-agnostic objectives that implicitly capture manifold structure. Examples include diffusion models, conditional flow matching, and Wasserstein GANs.

This categorization helps elucidate why manifold-aware models often outperform their unaware counterparts in generating high-quality samples.

#### **2. Numerical Instability of Likelihood-Based Methods**

One of the central theoretical contributions is the proof that likelihood-based models suffer from unavoidable numerical instability when modeling manifold-supported data. The authors demonstrate that as model densities attempt to concentrate on the manifold, the likelihood function becomes unbounded, leading to degenerate solutions.

Mathematically, let pXp\_X be the data distribution supported on a manifold M⊂RDM \subset \mathbb{R}^D with intrinsic dimension d∗d^\*. For any sequence of likelihood-based models {pX,θt}\{ p\_{X, \theta\_t} \} approximating the data distribution, it holds that:

\lim\_{t \to \infty} p\_{X,\theta\_t}(x) = \infty \text{ for all } x \in M.

This result implies that full-dimensional densities inherently diverge when tasked with modeling manifold-supported distributions, making likelihood-based objectives ill-posed for such data.

#### **3. Limitations of KL Divergence**

The authors emphasize that KL divergence, a commonly used objective for training DGMs, becomes ineffective in the manifold setting. The primary issue arises because KL divergence assumes that both distributions share the same support. However, when comparing a full-dimensional model density p\_{X,θ} with a manifold-supported data distribution p\_X, the KL divergence becomes infinite:

KL(p\_X|||p\_{X,\theta}) = \infty.

This divergence occurs because pX assigns non-zero probability only to points on the manifold, whereas p\_{X,θ} spreads probability mass across the entire ambient space. Consequently, likelihood maximization, which is equivalent to minimizing the KL divergence, fails to provide a meaningful learning signal.

#### **4. Wasserstein Distance as an Alternative Objective**

To address the limitations of KL divergence, the authors advocate for the use of Wasserstein distances, which remain well-defined even when distributions have mismatched supports. The Wasserstein-1 distance between two distributions p and q is defined as:

W1(p,q)=inf⁡γ∈Π(p,q)E(X,Y)∼γ[∥X−Y∥],W\_1(p, q) = \inf\_{\gamma \in \Pi(p, q)} \mathbb{E}\_{(X, Y) \sim \gamma} [\| X - Y \|],

where Π(p,q)\Pi(p, q) denotes the set of joint distributions with marginals p and q. Unlike KL divergence, the Wasserstein distance measures weak convergence, making it a robust objective for training DGMs in the manifold setting.

#### **5. Interpretation of Two-Step Models**

The authors provide a novel interpretation of two-step DGMs, such as latent diffusion models, which first learn a low-dimensional representation of the data manifold and then model the distribution within this representation. They show that these models effectively minimize an upper bound of the Wasserstein distance between the model distribution and the true data distribution:

W(pX,pX,θ)≤Reconstruction Error+Distributional Divergence,W(p\_X, p\_{X, \theta}) \leq \text{Reconstruction Error} + \text{Distributional Divergence},

where the reconstruction error measures how well the learned manifold approximates the true data manifold, and the distributional divergence quantifies the difference between distributions within the learned manifold.

This result provides a theoretical justification for the empirical success of latent diffusion models and other two-step approaches.

### **Mathematical Insights**

#### **Numerical Instability Theorem**

The authors formally prove that for any manifold-supported data distribution p\_X and any sequence of full-dimensional model densities {p\_{X,θ\_t}} the likelihood objective does not admit a maximum. This result is derived by analyzing the behavior of densities on low-dimensional manifolds and leveraging properties of differential geometry and measure theory.

#### **Wasserstein Distance Minimization**

By framing two-step models as approximators of the Wasserstein distance, the authors establish a connection between manifold learning and optimal transport. This insight not only explains the superior performance of latent diffusion models but also provides a principled framework for designing new DGMs.

#### **Failure of KL Divergence**

The paper highlights the fundamental mismatch between manifold-supported and full-dimensional distributions, which leads to the divergence of KL-based objectives. This problem is formalized using the Radon-Nikodym derivative, which fails to exist when the supports of the distributions do not overlap.

### **Empirical Relevance**

1. **Explaining Mode Collapse:** The authors show that mode collapse in VAEs and GANs can be understood as a consequence of manifold overfitting, where model densities diverge along subsets of the manifold without capturing the true data distribution.
2. **Diffusion Models:** The success of diffusion models is attributed to their ability to implicitly account for manifold structure by spreading probability mass beyond the manifold. The authors provide a detailed analysis of score-based diffusion models and their latent variants.
3. **Evaluation Metrics:** The paper advocates for the use of sample-based metrics, such as the Fréchet Inception Distance (FID), instead of likelihood-based metrics, which are shown to be unreliable in the manifold setting.

### **Conclusion**

This paper provides a rigorous and insightful exploration of DGMs through the lens of the manifold hypothesis. By identifying the limitations of likelihood-based methods and highlighting the advantages of Wasserstein distances and two-step models, the authors pave the way for the development of more effective generative models. Their work not only advances theoretical understanding but also offers practical guidance for designing next-generation DGMs.

<https://arxiv.org/abs/2404.02954>

**Mike’s Daily Paper - 06.02.25**  
**SMALL LANGUAGE MODELS: SURVEY, MEASUREMENTS, AND INSIGHTS**

#### **Introduction and Key Motivations:**

This paper explores the growing significance of Small Language Models (SLMs) and compares their development to LLMs. While LLMs demand substantial computational resources and are typically deployed in data centers, SLMs are designed to function on resource-limited devices like laptops, tablets, smartphones and IoT devices. The research offers a comprehensive survey of 59 SLMs, evaluating them based on architectural advancements, training algorithms, and inference efficiency. By advocating for SLM adoption, this work aims to make machine intelligence more accessible, affordable, and efficient for practical deployment.

#### **Key Contributions:**

1. **Comprehensive Survey:**The authors provide a detailed landscape of 59 SLMs, identifying their unique architectural elements and performance benchmarks.
2. **Benchmarking and Evaluation:**The paper presents an in-depth evaluation of SLMs across several domains, including commonsense reasoning, problem-solving, and mathematics, while analyzing inference latency, memory usage, and hardware performance.
3. **Insights for Model Optimization:**The study highlights trends and actionable insights for improving SLM efficiency, training strategies, and deployment.

### **Technical Analysis**

#### **1. Architectural Innovations**

The research paper thoroughly explores the architectural elements that differentiate SLMs from LLMs, emphasizing the modifications that enhance efficiency on devices with limited resources.

* **Self-Attention Mechanisms:**Traditionally, Multi-Head Attention (MHA) was the dominant mechanism in SLMs. However, the paper observes a gradual shift toward Group-Query Attention (GQA) technique. This variant reduces computational complexity by sharing query representations across heads while maintaining diversity in key-value representations. The report provides evidence that GQA models, such as Qwen 2.5, significantly outperform those with MHA in terms of both latency and memory efficiency, particularly during the inference stage.
* **Feed-Forward Networks (FFNs):**The architectural evolution shows a preference for Gated FFNs over Standard FFNs. The Gated FFN introduces a gating mechanism that selectively activates parts of the network, leading to better parameter efficiency.  
  An interesting finding is the diversification of intermediate ratios in Gated FFNs, ranging from 2 to 8 times the hidden dimension, with larger ratios generally improving accuracy on complex reasoning tasks.
* **Activation Functions:**A notable shift from GELU (Gaussian Error Linear Unit) and its variants to SiLU (Sigmoid Linear Unit) is observed. SiLU, being computationally efficient and better suited for low-precision arithmetic, dominates models released in 2024.
* **Layer Normalization:**The transition from LayerNorm to RMSNorm is highlighted. RMSNorm reduces the computational burden by eliminating the need to compute the mean during normalization, a valuable advantage for edge deployments.
* **Vocabulary Size:**The vocabulary sizes of SLMs have grown significantly, often exceeding 50,000 tokens. The authors associate this increase with improved language understanding capabilities and better handling of rare tokens, though it also contributes to larger memory footprints.

#### **2. Training Dataset Analysis**

The paper explores the datasets used to pretrain SLMs, revealing crucial insights into the evolving data landscape:

* **Dataset Usage Trends:**The study documents a shift from widely used general-purpose datasets such as *The Pile* and *RefinedWeb* to curated datasets like *FineWeb-Edu* and *DCLM*. These newer datasets incorporate model-based filtering techniques that significantly enhance data quality.
* **Data Quality vs. Quantity:**Despite earlier reliance on sheer data volume, the report finds that high-quality datasets yield better model performance, even with fewer tokens. For instance, models trained on *FineWeb-Edu* achieve competitive accuracy with state-of-the-art closed-source models.
* **Over-Training Observations:**The authors note a surprising trend: many SLMs are trained on token counts far exceeding what the Chinchilla Law suggests. For example, Qwen2.0 (500M parameters) is trained on 12 trillion tokens, while Qwen1.5 (1.5B parameters) is trained on only 7 trillion. This deliberate "over-training" strategy is posited as an optimization for resource-constrained environments, allowing models to generalize better when deployed on devices with limited computational power.

#### **3. Training Algorithm Innovations**

The paper examines several novel training algorithms that enhance SLM performance:

* **Maximal Update Parameterization (µP):**Used in models like Cerebras-GPT, µP ensures stable training by controlling initialization, layer-wise learning rates, and activation magnitudes. This technique allows hyperparameters optimized for small models to be directly transferred to larger models, streamlining the training process.
* **Knowledge Distillation:**LaMini-GPT and Gemma-2 leverage this technique to transfer knowledge from larger teacher models to smaller student models, resulting in improved performance without the need for extensive training.
* **Two-Stage Pretraining Strategy:**Adopted by MiniCPM, this strategy involves an initial phase with coarse-quality data followed by fine-tuning with high-quality, task-specific data. The method proves effective in balancing computational efficiency and model performance.

#### **4. Performance Evaluation**

The paper provides a rigorous assessment of SLM capabilities across multiple domains, including commonsense reasoning, problem-solving, and mathematics:

* **Commonsense Reasoning:**Models such as Phi-3-mini achieve state-of-the-art performance, rivaling LLaMA 3.1 (7B parameters). Benchmark results reveal that improvements in dataset quality and training strategies have allowed SLMs to close the gap with larger models.
* **Problem-Solving (with reasoning):**
* Phi-3-mini and other high-performing SLMs exhibit a 13.5% performance gain from 2022 to 2024, surpassing the improvement rate of LLaMA models. This demonstrates the increasing maturity of SLMs in handling complex reasoning tasks.
* **Mathematics:**SLM performance remains suboptimal in mathematics, with models struggling to handle tasks requiring logical reasoning. The authors attribute this gap to the lack of high-quality logic-focused datasets.
* **In-context Learning:**Experiments reveal that SLMs benefit significantly from in-context learning, particularly for tasks like ARC Challenge, where accuracy improvements of up to 4.8% are observed. However, some models, such as LaMini, exhibit performance degradation due to overfitting.

#### **5. Runtime Efficiency Analysis**

The authors perform extensive benchmarks to analyze inference latency, memory usage, and the impact of quantization and hardware:

* **Latency and Memory Footprint:**The study finds that inference latency is influenced by both model size and architecture. For instance, Qwen 1.5 (0.5B parameters) runs 31.9% faster than Qwen 2.0 (0.5B parameters) on Jetson Orin, despite having 25.4% more parameters. This is attributed to differences in attention mechanisms and parameter sharing strategies. Memory usage is generally linear with model size but is also affected by factors such as vocabulary size and attention mechanisms. Models like Bloom-1B, which have larger vocabularies, exhibit disproportionately high memory usage.
* **Quantization:**Quantization techniques, particularly 4-bit quantization, prove effective for reducing latency and memory usage. The Q4 K M method reduces latency by an average of 50% during inference, outperforming 3-bit and 6-bit quantization methods, which suffer from hardware inefficiencies.

#### **Conclusion**

The technical analysis presented in this paper provides a comprehensive understanding of the architectural, training, and runtime considerations essential for the development and deployment of SLMs. By addressing the challenges of efficiency and resource constraints, the paper offers valuable insights for advancing SLM research and practical applications.

<https://arxiv.org/abs/2409.15790>

**Mike’s Daily Paper - 08.02.25  
Rejection Sampling IMLE: Designing Priors for Better Few-Shot Image Synthesis**

Today we're taking a brief break from LLMs to review a paper that proposes an interesting method for training generative models when you have limited training data. As we know, modern generative models like diffusion models, GANs, and VAEs require enormous amounts of data, but sometimes we don't have this luxury and need to train on a small amount of data. Is this even possible?

The answer is positive (at least according to the paper). The authors propose a method called RS-IMLE for training a generative model with limited data, which improves upon the IMLE (Implicit Maximum Likelihood Estimation) method. Very broadly, IMLE is quite similar to a standard generative method - it samples a variable from an easy-to-sample distribution (Gaussian) and trains a generative model (neural network) to generate a piece of data. The difference is in the loss function: with IMLE, for each sample x from the dataset, we minimize only the distance between it and a single z\_i point: one for which T(z\_i) is closest to it. Here T(z\_i) is a piece of data generated from z\_i and T is the model we're training.

In other words, in the first stage of IMLE, we sample m points and pass them through model T (will be referred to as mapping) and generate m data points. Then for each sample x\_j from the training dataset, we choose the z\_i closest to x\_j. Finally, only such z\_i participate in minimizing the loss function. Obviously, the number of points m generated in the first stage needs to be significantly higher than the training dataset size n. The goal of this training method is to optimize the model only for points in the latent space (z) that are mapped close to points from the dataset.

The problem with this approach is that the distribution of the "selected" points during training is no longer Gaussian, which can be problematic during inference because we do want to sample z from a Gaussian distribution. The distance between mapping T of a normally distributed z sample from a dataset point differs in distribution from that of the z mapped closest to this point (this is quite obvious). By the way, the paper proves this claim and proposes a method to overcome it.

The method proposed by the paper looks really simple but is based on quite deep mathematical analysis of distance distributions between T(z) and x. In the first stage of training (after sampling from Gaussian distribution), we pick z\_i-s which fall at a distance greater than epsilon(hyperparameter) from all points in the training dataset after mapping T (i.e., we have rejection sampling here). Then, similar to IMLE, for each x in the dataset, we choose the z (out of the remaining samples) whose mapping with T falls closest to it and train T to minimize the average distance between the chosen z-s and their anchor points in the train dataset. The important hyperparameters here are epsilon and the number of sampled z points.

Intuitively, this works because we initially choose points that are farther away (after T) from the dataset points, which allows maintaining the distribution of selected points in the subsequent stage close to Gaussian.

<https://arxiv.org/abs/2409.17439>

**Mike’s Daily Paper - 09.02.25**  
**Why Is Anything Conscious?**

**Introduction**:

The paper \*Why Is Anything Conscious?\* by Michael Timothy Bennett, Sean Welsh, and Anna Ciaunica addresses the "hard problem of consciousness," famously articulated by David Chalmers. This philosophical challenge questions why information processing in certain systems, particularly biological ones, results in subjective experiences or \*qualia\*. The authors propose a paradigm shift, grounding consciousness in the dynamics of embodied, self-organizing systems shaped by natural selection.

They assert that phenomenal consciousness—the subjective "what it is like" to experience—is not only foundational but necessary for adaptive behavior. Through a formal computational framework, they argue against the possibility of "zombies," systems that function like humans but lack subjective experience, stating provocatively that "Nature does not like zombies."

**Key Contributions**

**Mathematical Framework for Pancomputational Enactivism**

The authors present a formal system rooted in \*pancomputationalism\* and \*enactivism\*. Pancomputationalism posits that all dynamic systems compute something, while enactivism emphasizes cognition as arising from interactions between a system and its environment. Central elements of their model include:

- Environment: Defined as a set of states, with transitions captured by declarative programs.

- Abstraction Layer: Structures how systems interpret environmental aspects.

- Tasks and Policies: Behavioral constructs that map inputs to outputs, facilitating adaptive behavior.

- Causal Identities: Representations of interventions and their effects, essential for self-awareness.

The framework describes how conscious systems maintain coherence and adaptability by constructing increasingly complex causal identities, forming the basis for self-awareness.

**Hierarchy of Consciousness**

A key insight is the hierarchical development of consciousness, driven by natural selection and scaling pressures. The authors outline six progressive stages:

1. Unconscious Systems: Entities devoid of experience or cognition, like rocks.

2. Hard-Coded Systems: Systems with fixed, preprogrammed responses (e.g., protozoa).

3. Learning Systems: Adaptable systems without self-awareness (e.g., nematodes).

4. First-Order Self Systems: Capable of distinguishing self-generated actions from external events (e.g., houseflies).

5. Second-Order Self Systems: Capable of meta-representation and intentional communication (e.g., ravens).

6. Third-Order Self Systems: Fully self-reflective beings capable of reasoning about their own awareness (e.g., humans).

This hierarchy underscores how qualitative aspects of consciousness naturally emerge as systems become more capable of modeling themselves and their environments.

**Qualitative and Quantitative Processing**

The authors argue that \*quality precedes quantity\* in information processing. Before an organism can label or measure information, it must experience qualitative differences. Phenomenal consciousness emerges because living systems must classify and prioritize information relevant to survival. These qualitative classifications form the foundation for subjective experience.

This claim challenges traditional computational theories, which often treat consciousness as a purely representational process. By emphasizing the primacy of qualitative experience, the authors provide a fresh perspective on the origins of consciousness.

**First Principles Approach**

The formalism in the paper is derived from two basic axioms:

1. \*Where there are things, we call these things the environment.\*

2. \*Where things differ, we have different states of the environment.\*

These axioms lead to a representationless form of pancomputationalism, where states and transitions define environments without assuming specific internal structures. The authors frame self-organization as the capacity to constrain outputs based on inputs, achieving adaptive behavior.

**Rejection of Zombies**

One of the paper's boldest claims is that "Nature does not like zombies." The authors argue that phenomenal consciousness is essential for access consciousness and adaptive behavior. Representational content—what organisms reason about—is always derived from qualitative experience. Therefore, a system behaving like a conscious being must necessarily have subjective experience.

This claim directly challenges thought experiments that propose the existence of unconscious yet behaviorally indistinguishable entities.

**Empirical Connections**

The paper builds on empirical findings about \*reafference\*, or the ability to distinguish between self-generated and external stimuli. Reafference, observed in mammals and insects, is linked to the formation of a first-order self. The authors derive this construct from mathematical principles and align their conclusions with the work of Merker, Barron, and Klein.

**Future Directions**

Empirical Testing:

The hierarchical framework invites experimental validation. Researchers could investigate the neural correlates of first-order and second-order selves in animals known for complex social behavior. Understanding how organisms construct causal identities would be a promising avenue for further study.

**Applications to Artificial Intelligence**

The formalism has significant implications for AI research. By framing consciousness as an emergent property of self-organizing systems, the authors suggest new pathways for creating adaptive, self-aware artificial agents.

**Ethical and Philosophical Implications**

The rejection of zombies implies that many non-human animals may possess forms of consciousness deserving ethical consideration. Additionally, the framework raises questions about the moral status of artificial systems capable of subjective experience.

**Conclusion**

\*Why Is Anything Conscious?\* offers a groundbreaking approach to the hard problem of consciousness by grounding it in natural selection, self-organization, and computational formalism. The authors' hierarchical framework provides a compelling explanation for how consciousness emerges and why subjective experience is fundamental to adaptive behavior. Their provocative claim that zombies are impossible challenges long-standing assumptions, marking this paper as a significant contribution to consciousness studies.

**Mike’s Daily Paper - 10.02.25  
On the expressiveness and spectral bias of KANs.**

This paper delivers a thorough investigation of Kolmogorov-Arnold Networks (KANs), a novel architecture inspired by the Kolmogorov-Arnold representation theorem. The authors rigorously compare KANs to traditional multi-layer perceptrons (MLPs) both theoretically and empirically, focusing on aspects like expressiveness, efficiency, and training dynamics. The paper breaks new ground by establishing key theoretical properties and validating them through experiments, making it a significant contribution to neural network design for scientific computing tasks.

**Expressiveness and Approximation Power**

A primary achievement of this work is the formal demonstration that KANs are at least as expressive as MLPs. The authors show that any ReLU-based MLP can be restructured into a comparable KAN architecture, maintaining efficiency without a substantial increase in network size. Conversely, while KANs can also be represented by MLPs, this transformation incurs a significant cost: the number of parameters scales with the grid size of the KAN. This suggests that KANs may offer more efficient representations for certain classes of functions, particularly when fine grid structures are used.

The study further leverages existing results for MLPs to establish approximation rates for KANs in function spaces like Sobolev spaces. It demonstrates that KANs achieve comparable or better approximation rates than MLPs in capturing complex function structures, reinforcing their theoretical robustness.

#### **Spectral Bias Analysis**

One of the key distinctions between KANs and MLPs highlighted in this paper is the difference in their spectral bias — a phenomenon where neural networks tend to learn low-frequency components of functions first. The authors present a detailed theoretical and empirical analysis, showing that KANs suffer significantly less from this bias.

This difference is attributed to the B-spline-based activation functions and the compositional architecture of KANs, which allow them to learn high-frequency components more efficiently. Theoretical insights suggest that the training dynamics of shallow KANs are more uniform across different frequencies compared to MLPs, whose convergence strongly favors lower frequencies. This reduced spectral bias makes KANs better suited for tasks requiring precise handling of high-frequency information, such as solving differential equations and modeling complex physical phenomena.

#### **Empirical Validation**

The authors provide extensive empirical evidence to validate their theoretical findings:

1. **Frequency Regression Tests:** KANs successfully fit high-frequency wave components simultaneously, while MLPs exhibit persistent struggles with higher frequencies even after prolonged training.
2. **Gaussian Random Field Experiments:** KANs outperform MLPs in approximating functions sampled from rough Gaussian fields, indicating superior adaptability to complex function structures.
3. **PDE Solutions:** In solving high-frequency Poisson equations, KANs achieve consistently lower errors compared to MLPs, maintaining stable performance even as the frequency of the solution increases.

These results illustrate the practical benefits of KANs for scientific computing tasks, where capturing detailed, high-frequency information is often crucial.

#### **Grid Extension Technique**

A notable technical innovation discussed in the paper is the grid extension technique specific to KANs. This method allows for progressive refinement of the spline grid during training, enabling a more efficient learning process. The grid extension approach mitigates the risks of overfitting and enhances the network's ability to generalize, particularly when dealing with complex functions or undersampled datasets.

#### **Conclusion**

This work establishes KANs as a powerful and efficient alternative to MLPs, particularly for tasks in scientific computing. By addressing spectral bias, enhancing approximation capabilities, and leveraging adaptive training methods, the authors provide compelling evidence for the potential of KANs to outperform traditional neural networks in applications requiring high-frequency learning and precise function approximation. The rigorous theoretical framework combined with comprehensive experiments makes this paper a foundational contribution to neural network research.

https://arxiv.org/abs/2410.01803

**Mike’s Daily Paper - 11.02.25  
STUFFED MAMBA: State Collapse and State Capacity of RNN-Based Long-Context Modeling**

The paper provides a rigorous investigation into the failure modes of RNN-based models in long-context language modeling and proposes solutions to enhance their length generalization capabilities. The authors identify and analyze a crucial phenomenon termed State Collapse (SC) - a failure in recurrent state dynamics that prevents RNNs from extrapolating beyond their training lengths. They introduce a set of training-free mitigation techniques and continuation training strategies that enable their proposed Mamba-2 model to scale to over 1M tokens without suffering from SC.

1. **Problem Statement and Context**

### **1.1. RNNs vs. Transformers for Long-Context Modeling**

* Transformers achieve superior performance in long-context reasoning but suffer from quadratic computational complexity in sequence length due to the attention mechanism.
* RNNs, in contrast, exhibit linear computational complexity with respect to sequence length, making them computationally efficient for handling long sequences.
* However, state-of-the-art RNN models (Mamba-1, RWKV, etc.) are trained on relatively short sequences (~10K tokens) and fail to generalize beyond training lengths.

### **1.2. Core Issues in Long-Context RNNs**

The study identifies two fundamental problems:

1. **Failure to Extrapolate to Longer Sequences**
   * RNNs exhibit a sharp degradation in performance when exposed to sequence lengths beyond their training data.
   * This failure is not simply due to vanishing gradients but is attributed to state collapse (SC).
2. Fixed Recurrent State Memory Capacity
   * Since RNNs maintain a constant-size memory state, their ability to retain information is inherently bounded.
   * There exists an upper limit on the contextual memory capacity—tokens beyond this limit are inevitably forgotten.

## **2. Formal Analysis of State Collapse (SC)**

### **2.1. Definition and Experimental Evidence**

* State Collapse (SC) occurs when the hidden recurrent state distribution collapses, leading to model failure in processing sequences longer than the training set.
* The authors conduct controlled experiments on Mamba-2 and observe that certain hidden state channels exhibit variance explosion, which causes:
  + Dominant outlier channels that suppress other state values.
  + Inability to forget earlier tokens, leading to an overflow of memory.
* SC manifests as a sharp increase in perplexity beyond training length.

### **2.2. Theoretical Attribution: Overparameterization in State Dynamics**

The authors derive the state update equation:
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where:

* h\_t is the hidden recurrent state.
* represents the memory decay factor.
* B\_i x\_i represents new information inserted at time step i.

Key observation:

When training on sequences of length T\_train, the learned model parameters favor retaining all information within T\_train, failing to forget when processing longer sequences. This results in over-accumulation of information, which leads to state saturation and eventual collapse.

## **3. Proposed Mitigation Strategies**

### **3.1. Training-Free SC Mitigation Techniques**

The authors propose three training-free methods to suppress SC:

#### Controlled Forgetting:

* Increase state decay by modifying the decay factor .
* Reduce insertion strength (i.e., B\_t).
* Effectively forces the model to forget older tokens, preventing state overflow.

#### State Normalization:

* Apply a norm-based constraint to the recurrent state:
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where p is a predefined threshold. It prevents hidden state explosions but introduces non-linearity, which affects training efficiency.

#### Sliding Window State Update

* Reformulate the state update rule to simulate a sliding window mechanism:

![](data:image/png;base64,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)

* This effectively removes older tokens without recomputing from scratch. It is applicable to other RNN architectures like RWKV and RetNet.

### **3.2. Continued Training on Longer Sequences**

* The authors extend training lengths beyond state capacity to force the model to learn how to gradually forget.
* They empirically verify that for any state size SS, there exists a threshold training length T\_train where SC does not occur.

### **4. Conclusion**

### **4.1. Major Contributions**

* First systematic study of state collapse in long-context RNNs.
* Proposed three training-free mitigation methods to eliminate SC up to 1M tokens.
* Empirically established the relationship between state size and capacity.
* Trained a 370M Mamba-2 model with 256K-token perfect retrieval—unprecedented at this scale.

### **4.2. Implications**

* The findings challenge conventional training lengths used in RNN-based language models.
* The proposed state-aware modifications offer a viable alternative to transformers for long-context NLP.

6. Final Remarks

The paper combines rigorous theoretical analysis, empirical validation, and novel algorithmic improvements to address one of the fundamental limitations of RNN-based long-context models. By resolving state collapse, this work revives interest in RNN architectures for scalable, efficient long-context reasoning.

Future work could explore:

* Applying SC mitigation to other architectures (RWKV, RetNet, etc.).
* Enhancing adaptive state scaling to dynamically allocate memory capacity.
* Investigating prompt dependency in SC for better real-world generalization.

This work lays the foundation for efficient long-context modeling beyond transformer architectures, marking a significant step in the evolution of scalable sequence models.

**Mike’s Daily Paper - 13.02.25  
One Initialization to Rule them All: Fine-tuning via Explained Variance Adaptation**

Today we will briefly review a paper proposing a LoRA method for improving the fine-tuning technique of LLMs. As you probably remember, LoRA adds a learnable matrix with a significantly lower rank than the weight matrix dimension to the model weights (in certain layers). The model weights remain fixed (not trained) during fine-tuning.

The authors propose an approach to enhance LoRA that includes a preliminary stage called Data-Driven initialization in the paper. The purpose of this initialization is "to adjust the rank of LoRA matrices for each layer of the model." Since we're training certain weight additions, we can distribute them "optimally" between model layers. The optimality here is measured through the variance of the layer activations (i.e., the output of the FFN layer) for the data we're training on.

If the activation variance on training data is low, it means the layer values are more or less constant, and it's not worth wasting LoRA weights on it. In other words, we can use a very low rank LoRA (if at all) for this layer. But how can we measure this variance using singular values of activation matrices computed through SVD decomposition of this matrix? The dimensions of the activation matrix here are the hidden dimension of the model and the batch size.

So, we compute the singular values of the activation matrix on the training dataset until the singular vectors (right vectors) stabilize. These vectors are updated during batch runs (the model is trained on the fine-tune dataset) and their creation (of the vectors) stops when they stabilize and stop changing significantly (the paper measures similarity using cosine distance - if it's too high for a particular layer, vector updates for that layer stop) - this training is performed before LoRA.

After the singular vectors converge for all layers, we take the eigenvalues and calculate the percentage of variance explained by each layer (calculated by the sum of squares of their singular values) relative to the variance explained by the entire model (which is the sum of squares of singular values for activations of all model layers).

In the next stage, LoRA matrix ranks are allocated to layers as functions of their explained variance. That is, as the explained variance of a layer increases, more “LoRA ranks” are allocated. In the final stage, LoRA is trained with an "optimal" allocation of LoRA matrix ranks based on the training data. Quite an interesting idea that shows decent results.

<https://arxiv.org/abs/2410.07170>

**Mike’s Daily Paper - 15.02.25**  
**A Spectral Condition for Feature Learning**

#### **1. Introduction**

The paper *"A Spectral Condition for Feature Learning"* by Greg Yang, James B. Simon, and Jeremy Bernstein presents a rigorous theoretical framework for understanding feature learning in deep neural networks through the lens of spectral norm scaling. The authors introduce a spectral scaling condition that governs the evolution of network features during training, providing a refined alternative to heuristic-based initialization and learning rate scaling strategies.

The primary motivation of this work is to address a key challenge in scaling large-width neural networks: ensuring that feature learning occurs effectively across all layers, preventing both gradient vanishing and feature explosion. The authors propose that by appropriately scaling the spectral norm of weight matrices and their updates, feature learning can be preserved even in the infinite-width limit. This framework offers a more principled approach compared to traditional Frobenius norm-based initialization schemes.

The paper contributes to both theoretical and practical aspects of deep learning training by demonstrating how spectral norm considerations naturally lead to the *Maximal Update Parametrization (μP)*, an initialization and learning rate scaling strategy that allows hyperparameter transfer from narrow to wide models. Unlike previous works that derived μP using tensor program arguments, this paper provides an elementary linear algebra-based derivation, making it more accessible to the broader deep learning community.

#### **2. Core Contributions and Theoretical Foundations**

##### **2.1 The Spectral Scaling Condition**

The central result of the paper is a scaling condition on the spectral norm of weight matrices and their gradient updates:

||W\_{l}\|\_\* = \Theta\left(\sqrt{\frac{n\_{l}}{n\_{l-1}}}\right), \quad \|\Delta W\_{l}\|\_\* = \Theta\left(\sqrt{\frac{n\_{l}}{n\_{l-1}}}\right)

where n\_l​ and n\_{l-1} are the fan-out and fan-in dimensions at layer l. This condition ensures that both the hidden features h\_l​ and their updates Δh\_l remain at an appropriate scale:

\large{\|h\_{l}\|\_2} = \Theta(\sqrt{n\_{l}}), \quad \|\Delta h\_{l}\|\_2 = \Theta(\sqrt{n\_{l}})

which prevents feature explosion or vanishing and enables stable learning dynamics across layers. The motivation behind this condition stems from the way information propagates through neural networks. In traditional initialization schemes, such as Kaiming or Xavier, the Frobenius norm is used as a proxy for controlling the scale of activations. However, the authors argue that the spectral norm - a measure of the largest singular value of a matrix—is a more appropriate metric for controlling the effective amplification of signals across layers.

##### **2.2 Justification via Matrix Analysis and Feature Learning**

The spectral scaling condition arises from a fundamental property of deep networks: each layer applies a transformation that amplifies or attenuates input signals according to the singular values of the weight matrix. The largest singular value (which defines the spectral norm) determines how much a layer can stretch or shrink input activations along specific directions in feature space.

By ensuring that the spectral norm follows the prescribed scaling, the authors prove that:

* Feature magnitudes remain stable across layers, neither vanishing nor exploding.
* The evolution of features during training remains significant, preventing a collapse into trivial representations.

To rigorously justify this, the paper provides an in-depth mathematical analysis of gradient updates in multilayer perceptrons (MLPs). A key insight is that weight updates in deep networks exhibit a rank-one structure due to the outer-product nature of gradients:

\Delta W\_{ll} = -\eta\_{l} \nabla\_{W\_{l}} L = -\eta\_{l} \cdot (\text{error signal}) \cdot (\text{input features})^T

This structure leads to the observation that weight updates naturally align with dominant singular vectors of weight matrices, reinforcing the spectral norm as the primary determinant of network evolution.

The paper shows that under this spectral scaling condition, networks maintain meaningful feature learning at all widths. In contrast, standard parameterization (SP) and neural tangent parameterization (NTP) fail to maintain feature evolution in the infinite-width limit.

##### **2.3 Relation to Maximal Update Parametrization (μP)**

One of the most impactful contributions of the paper is its connection to *Maximal Update Parametrization (μP)*. μP, introduced by Yang & Hu (2021), prescribes an initialization and learning rate scaling that allows hyperparameters to transfer from small to large models without additional tuning. Previously, μP was derived through tensor program arguments, which are mathematically intricate.

This paper provides a much simpler derivation using spectral norm scaling. The authors show that μP is equivalent to ensuring that weight matrices and their updates obey the spectral scaling condition:

\sigma\_{l} = \Theta\left(\frac{1}{\sqrt{n\_{l-1}}} \min\left\{1, \sqrt{\frac{n\_{l}}{n\_{l-1}}}\right\} \right), \quad \eta\_{l} = \Theta\left(\frac{n\_{l}}{n\_{l-1}}\right)

where σ*l​ is the weight initialization scale and η*\_l​ is the learning rate at layer l. This formulation generalizes μP to arbitrary layer shapes, eliminating the need for special-case rules for input, hidden, and output layers. Moreover, it clarifies why μP preserves feature learning: the spectral norm scaling ensures that both weight updates and feature updates remain order-one, preventing collapse into the kernel regime seen in NTP.

**2.4 Empirical Validation and Comparisons**

The authors provide empirical support for their theoretical claims by analyzing the behavior of MLPs trained on CIFAR-10. The key observations include:

1. **Low-Rank Structure of Weight Updates**
   * Even at large batch sizes, gradient updates remain low-rank, meaning that weight updates are effectively controlled by their spectral norm rather than their Frobenius norm.
2. **Feature Evolution Across Training**
   * Feature representations evolve significantly under μP but decay under NTP, confirming that NTP fails to achieve proper feature learning.
   * The evolution of features follows the predicted Θ(1) scaling under spectral normalization but collapses under traditional parameterizations.
3. **Comparing Spectral vs. Frobenius Scaling**
   * The study highlights that Frobenius norm scaling leads to underestimated weight updates due to low-rank gradient structures.
   * The spectral condition correctly preserves feature evolution even in deep networks.

These experimental results strongly reinforce the theoretical arguments made in the paper, demonstrating that spectral scaling is not merely a theoretical construct but has direct practical implications for neural network training.

<https://arxiv.org/abs/2310.17813>

**Mike’s Daily Article: 16.02.25**   
**Representation Alignment for Generation: Training Diffusion Transformers is Easier than You Think**

Taking a brief break from LLMs to review a paper about generative diffusion models. The paper proposes a rather intuitive method for improving the performance of these models by adding a regularization term that "aligns" the model's internal representations with those of powerful encoders like DiNOV2. This alignment improves the quality of images generated by the model.

Let's start with a brief background on generative diffusion models. These models are trained to generate images (for example, given a textual description) through gradual noise removal. The model starts with pure noise (typically Gaussian) and slowly transforms it into an image (or data from another domain). The model is trained on noisy images with different noise levels (=iterations), where during training the model learns to remove a small amount of noise (from iteration t to iteration t-1). The choice of hyperparameter t for the noise process is critical to the generation quality of the trained model.

This process (noise addition) can be described using differential equations of probability flow that describe the change (gradient) of the noisy data with noise rate/velocity that we'll denote as vt (the solution to this equation is distributed according to the noisy data distribution). The noise rate can be estimated with the model (=network) based on noisy data samples and t. Then, the probability flow equations can be solved with the estimate of vt (in reverse direction - i.e., starting from pure noise) using Euler's method, for example. These methods are called stochastic interpolands. Note that there are methods based on numerical solutions of stochastic differential equations that describe data changes as a function of the score function, which is the logarithm of the noisy data distribution function.

Okay, after this complexity things get a bit easier. Diffusion models today are mostly latent models where generation occurs in the data representation space. This means the model is trained to recover a latent representation from noise, and then the decoder is applied to construct an image from the recovered representation. The representation of the initial image is created by the encoder. The authors argue that the noisy latent representations aren't "strong enough," meaning they less effectively reflect the semantic aspects of the image.

The authors propose to enrich these representations by adding a regularization term aimed at bringing these representations (of noisy images) closer to the representation produced by a strong encoder (like DINOV2). This loss is added to the regular diffusion model loss, and it's claimed to improve the quality of generated images and contribute to training stability.

<https://arxiv.org/abs/2410.06940> **Mike’s Daily Paper - 18.02.25   
THINKING LLMS: GENERAL INSTRUCTION FOLLOWING WITH THOUGHT GENERATION**

**Deep Learning Paper Review Number 400:** To avoid overwhelming you, I chose a relatively light paper, and the review will be without formulas and quite brief. The paper proposes a method somewhat similar in essence to Group Relative Preference Optimization, or GRPO for short, which has made many headlines recently. I'll explain what I mean by this shortly. I'll just note that the paper proposes a method to enhance general reasoning capability of a model and doesn't focus only on programming questions and mathematical problems.

The paper proposes a fine-tuning method for LLMs that enhances their reasoning capabilities without requiring labeled data. The paper suggests training in an RLHF-style, but unlike DeepSeek (the inventor of GRPO), the authors proposed using the DPO method that doesn't use a reward function at all. I'll note that GRPO doesn't train a reward model like PPO does, but rather uses the correctness of the answer and its format as a reward function.

So what's common between GRPO and the method proposed in this paper? Both essentially suggest not penalizing the model for its “thinking process”/chain of thought (which might be incorrect but can lead to the correct answer), but judging it only based on the correctness of the model's answer (as mentioned, GRPO also penalizes for not adhering to the answer format). After we understand the fundamental connections between the proposed method and the famous methods, let's dive into what the paper proposes.

As mentioned, the paper proposes to fine-tune a language model's reasoning ability without using labeled data with RLHF. As you remember, RLHF with DPO requires pairs of preferred and less preferred answers. Since we said the method doesn't require labeled data, you can guess that building these pairs is done by a judge language model that selects good and bad answers similar to the RLAIF method, which stands for Reinforcement Learning from AI Feedback. The judge model operates on answers (not the reasoning chain!) of the trained model and decides which among the answers is the best and worst. These pairs are used to train the model in DPO form. Of course, there's also engineering of a meta-prompt causing the model to "generate a thinking process" but the reasoning chain, generated by it, doesn't participate in training the model. Namely the reward is computed solely based on the answer correctness.

<https://arxiv.org/abs/2410.10630>

**Mike’s Daily Paper - 19.02.25   
Losing Dimensions: Geometric Memorization in Generative Diffusion Models**

The paper introduces a novel theoretical framework for understanding how diffusion models memorize and generalize data, particularly when the data is supported on a low-dimensional manifold. It extends prior work on memorization in generative diffusion models by incorporating a geometric perspective, providing new insights into how different tangent subspaces of the data manifold are selectively lost due to memorization effects. The study leverages statistical physics, random matrix theory, and differential geometry to develop a comprehensive explanation of geometric memorization.

### **Core Novelty:**

1. **Geometric Perspective on Memorization:**The paper presents a novel characterization of memorization in generative diffusion models as a process that leads to a **selective loss of dimensionality** rather than an outright collapse onto individual training points.
   * It establishes that different tangent subspaces of the data manifold are lost at different critical times, depending on the local variance of the data along those directions.
   * This structured degradation contrasts with classical views of memorization, which often assume uniform or complete collapse of the data manifold.
2. **Variance-Dependent Dimensionality Loss:**
   * The study reveals an **unexpected phenomenon**: **subspaces with higher variance are lost first due to memorization effects**. This contradicts intuition, as one would expect that lower-variance, less informative dimensions would be lost first.
   * The result is a hierarchical loss of generative capacity, where high-variance directions disappear before low-variance ones, leading to a structured, non-trivial form of memorization.
3. **Random Matrix Theory and Spectral Gap Analysis:**
   * The authors employ techniques from **random matrix theory** to analyze the spectral properties of the Jacobian of the score function in diffusion models.
   * They demonstrate that the **closure of spectral gaps** in the singular values of this Jacobian corresponds to the loss of generative flexibility along specific directions.
   * The study quantifies how the number of effective generative degrees of freedom evolves as a function of dataset size and diffusion time.
4. **Statistical Physics Interpretation and Phase Transitions:**
   * The paper frames memorization as a **glassy phase transition**, drawing parallels to associative memory networks and statistical mechanics models.
   * The transition from generalization to memorization is shown to follow a condensation process similar to those observed in disordered physical systems.
   * Using the **Random Energy Model (REM) analogy**, the study provides an analytical estimate of the critical diffusion time at which memorization effects dominate.
5. **Empirical Validation Across Manifold-Supported and Natural Image Data:**
   * The authors validate their theory through controlled experiments on synthetic data (e.g., linear manifolds with varying variance subspaces) and real-world datasets (MNIST, CIFAR-10, CelebA).
   * The experimental results **strongly align with the theoretical predictions**, demonstrating that trained diffusion models exhibit the predicted **hierarchical loss of dimensionality** as dataset size decreases.
   * The paper introduces a novel method for estimating the **intrinsic dimensionality of generated samples**, which corroborates the theoretical framework.

<https://arxiv.org/abs/2410.08727>

**Mike’s Daily Paper – 22.02.25  
When Does Perceptual Alignment Benefit Vision Representations?**

Taking a brief break from language models, today we review a paper in the field of computer vision. The authors propose a method to improve visual data embeddings by fine-tuning the embedding model (or backbone) on a dataset of images labeled as similar or dissimilar by humans. Empirical results show that this fine-tuning enhances the quality of learned representations for various vision tasks such as object counting, segmentation, depth estimation, and instance retrieval.

The fine-tuning utilizes **contrastive learning**, a method I’ve covered extensively, reviewing dozens of papers on this fascinating topic. In general, contrastive learning aims to bring embeddings of similar data points closer together (typically measured using cosine distance, though other options exist) while pushing apart embeddings of dissimilar data points. The authors use the **NIGHTS dataset**, which contains triplets of images with roughly the same semantic content but differing in pose, shape, color, and object count.

The authors adopt a **triplet loss** approach to contrastive learning, training the model on image triplets. Each triplet consists of an anchor image (reference) and two additional images labeled by human annotators regarding their similarity to the anchor. Annotators were asked to indicate which of the two images is more or less similar to the anchor. The training objective is to maximize the difference between the cosine distance of the more similar image to the anchor and that of the less similar image.

Additionally, the authors propose contrastive learning on the concatenation of the image embedding with the average representation of all its patches. They claim this improves results to some extent.

**Paper link:**<https://arxiv.org/abs/2410.10817>  
  
**Mike’s Daily Paper – 22.02.25**  
**Addition Is All You Need: For Energy-Efficient Language Models**

The paper presents an elegant yet radical approach to improving the efficiency of neural networks, particularly in the context of LLMs. The authors propose an alternative to traditional floating-point multiplications, called Linear-Complexity Multiplication (L-Mul), which approximates floating-point operations using integer additions. The central claim is that L-Mul significantly reduces computational complexity and energy consumption while maintaining nearly identical model performance.

**Motivation:**The motivation is clear: the energy demands of AI systems, especially large models, are becoming unsustainable. Floating-point multiplications are among the most computationally expensive operations, and replacing them with more efficient alternatives could have significant implications for hardware design and practical AI applications. The authors highlight how energy consumption in neural networks increases with the number of floating-point operations and quantify the potential energy savings by replacing multiplications with additions.

**Technical Explanation:**  
Traditional floating-point multiplication involves costly exponent and mantissa operations. L-Mul bypasses this by restructuring the computation, using integer addition instead of mantissa multiplication. The authors support this with a theoretical error estimation, demonstrating that L-Mul with a 3-bit mantissa outperforms float8 e5m2 multiplication, while a 4-bit mantissa competes favorably with float8 e4m3. This mathematical rigor provides strong credibility to their claims.

**Experimental validation:**  
The authors integrate L-Mul into transformer-based language models and assess its effectiveness across various tasks, including natural language understanding, commonsense reasoning, and mathematical problem-solving. The results are promising: applying L-Mul to the attention mechanism results in negligible accuracy loss and, in some cases, minor performance improvements. The authors even show that fully replacing all floating-point multiplications with a 3-bit mantissa L-Mul in a transformer model yields results similar to float8 e4m3 in both fine-tuning and inference.

**Pros and Cons:**One of the most compelling aspects of the paper is its focus on energy efficiency. Using data from previous studies on hardware energy consumption, the authors estimate that L-Mul can reduce the energy cost of element-wise multiplications by 95% and dot product operations by 80%. This is a bold claim, suggesting that L-Mul could have immediate and tangible benefits for data centers and large-scale AI applications.

Despite its advantages, the paper leaves some practical questions unanswered. The authors acknowledge that existing GPUs lack native support for L-Mul, making efficient implementation challenging. While they suggest that specialized hardware could optimize L-Mul-based computations, they do not provide a concrete roadmap for hardware adoption. Additionally, while the theoretical and empirical precision analyses are compelling, real-world deployment would require extensive testing in production environments.

**Conclusion:**  
The paper presents an innovative and well-supported approach to reducing the computational and energy costs of large language models. The theoretical grounding is strong, the experimental results are convincing, and the potential impact is significant. While practical challenges remain—especially in hardware adoption—this work opens new doors for energy-efficient AI computation. If further refined and adopted, L-Mul could play a crucial role in making AI more sustainable without sacrificing performance.

<https://arxiv.org/abs/2410.00907>

**Mike’s Daily Paper – 25.02.25  
Understanding Visual Feature Reliance through the Lens of Complexity**

**Introduction:**

The paper I'm reviewing today presents an unusual, rare and interesting study on feature complexity in deep learning models (no RAG, agents and LLMs are in there :). And it is tightly connected to the idea of the information bottleneck in deep neural networks, coined by N.Tishbi.

This paper introduces a new information-theoretic framework for quantifying feature complexity in deep learning models, offering a mathematically principled approach to understanding how, when, and where features emerge during training. Unlike traditional interpretability methods that focus on saliency and attribution, the study presents ν-information as a computational complexity-aware measure, capturing the effort required to extract a feature rather than just its direct statistical dependence on input data.

Through extensive empirical analysis, the paper systematically explores the temporal evolution, spatial distribution, and functional role of features in deep vision models. The findings suggest that deep neural nets exhibit a hierarchical learning process, where “simpler”, lower-complexity features emerge early in training and propagate efficiently through residual connections, while more complex features require deeper processing(more complex computations) and extended training time but contribute less critically to final model decisions than previously assumed.

**1. A Complexity-Aware View of Feature Learning**

Feature analysis in deep learning has largely been framed in terms of importance and utility, but little work has been done to explicitly quantify how complex a feature is to extract from raw inputs (namely amount of computation required to compute it). This study shifts the focus from conventional feature relevance metrics to a measure of computational effort, formalized as v-information.

**1.1 Redefine Feature Complexity with ν-Information**

Traditional feature evaluation approaches rely on direct mutual information estimates between feature activations and input data. However, this approach fails to account for the transformation difficulty required to obtain a feature.

The key innovation in this paper is the introduction of v-information, which quantifies:

* How much processing is required to extract a feature within a model.
* The depth and nonlinearity of transformations involved in computing that feature from raw inputs.
* The computational complexity of mapping input signals to the feature space, rather than simply measuring its statistical correlation with inputs.

**1.2 Why Complexity Matters in Feature Learning**

Prior studies in information bottleneck theory(extensively studied by N. Tishbi) suggest that deep models progressively refine input representations, discarding irrelevant information while preserving task-relevant signals. This work builds on these principles by providing a rigorous measure for determining which features require deeper transformations and which emerge naturally through shallower layers.

Empirical evidence supports the claim that models prioritize lower-complexity features early in training, while more complex features emerge gradually over longer training horizons. This aligns with existing implicit curriculum learning theories, which suggest that optimization landscapes favor learning low-complexity patterns first before refining higher-complexity abstractions.

**1.3 Temporal Dynamics of Feature Complexity**

One of the most compelling findings in the paper is that feature learning follows a structured progression over time:

* Early training: The model rapidly learns low-complexity features, which require fewer nonlinear transformations to extract.
* Mid-training: Intermediate features emerge, often composed of combinations of lower-complexity features.
* Late training: High-complexity features emerge, but their impact on final predictions is minimal compared to early-stage features.

This structured evolution suggests that the optimization process in deep networks naturally orders feature learning in a way that minimizes computational burden early on, allowing the model to efficiently bootstrap its representations before refining complex details.

**1.4 Spatial Organization of Feature Complexity in Network Architectures**

The study finds that feature complexity is not evenly distributed across layers but instead follows a structured organization:

* Lower-complexity features are found in earlier layers and can propagate via residual connections.
* Higher-complexity features require deeper processing and accumulate nonlinearly through stacked transformations.
* Residual pathways act as computational shortcuts for low-complexity features, allowing them to bypass deeper processing.

This finding suggests a new interpretation of residual networks (aka ResNets): rather than simply aiding gradient flow, residual connections serve as complexity filters, allowing lower-complexity features to be processed more efficiently.

### **1.5 Feature Complexity and Model Decision-Making**

### A crucial implication of this framework is that high-complexity features contribute less to final classification decisions than expected. Empirical evidence suggests that:

* Models rely more heavily on lower-complexity features for generalization.
* Complex features, while present, have a weaker correlation with final classification outputs.
* Overemphasis on complex features does not necessarily improve performance and may lead to overfitting.

This contradicts the traditional assumption that deep models primarily rely on highly abstract representations for decision-making. Instead, the study suggests that models exploit simple, robust signalswhenever possible, leveraging complex features only as secondary refinements.

**2. Experiments**

## The authors conduct a large-scale empirical study on feature complexity in deep vision models, analyzing 10K feature directions extracted from the penultimate layer of an ImageNet-trained ResNet-50 model. The experiments are designed to rigorously validate the relationship between feature complexity, temporal learning dynamics, and spatial distribution within the network.The authors conducted an extensive empirical study on feature complexity within deep vision models, analyzing 10,000 feature directions extracted from the penultimate layer of an ImageNet-trained ResNet-50 model. The experiments were designed to rigorously validate the relationship between feature complexity, temporal learning dynamics, and spatial distribution within the network.

### **2.1 Feature Extraction and Complexity Measurement**

The authors extract feature directions from intermediate network activations and estimate their v-information complexity. This is achieved by:

* Isolating feature directions in the penultimate layer representation space.
* Computing how much processing is required to extract each feature.
* Ranking features based on their computational effort.

This approach allows the authors to build a hierarchical feature complexity map that quantifies the relative difficulty of learning each feature direction within the model.

### **2.2 Tracking Feature Complexity Over Training Time**

To understand how and when features emerge, the authors analyze model checkpoints at different training stages. This enables them to systematically track:

* Which features appear early, mid, and late in training.
* How feature complexity correlates with learning speed.
* The stability of feature reliance throughout training.

### **2.3 Layer-Wise Complexity Distribution and Residual Path Analysis**

A key experiment focuses on how feature complexity propagates across different layers. The authors find that:

* Simple features propagate effectively through shortcut paths in ResNets.
* Complex features require deep hierarchical processing.
* The presence of residual connections reduces the need for deep feature transformations for low-complexity features.

These findings suggest that network architectures inherently allocate resources to feature complexity processing, shaping how models encode information at different depths.

## **3. Conclusion:**

This paper makes a significant theoretical and empirical contribution by introducing a mathematically grounded framework for analyzing feature complexity in deep learning models. The key insights include:

1. Feature learning follows a structured, curriculum-like progression, where simpler features emerge first.
2. Residual connections serve as computational shortcuts, allowing low-complexity features to bypass deep transformations.
3. Deep models rely more heavily on simple, robust features for decision-making, contradicting the assumption that high-complexity abstractions drive model predictions.
4. V-information provides a principled way to quantify feature complexity, offering a new tool for studying inductive biases in deep networks.

<https://arxiv.org/abs/2407.06076>

**Mike’s Daily Paper – 27.02.25  
Unity by Diversity: Improved Representation Learning for Multimodal VAEs**

Today, I'm returning to a paper on Variational Autoencoder (VAE) after a very long time—more than a year, I suppose.

To recap, a VAE is a type of generative model that learns to compress data into a structured low-dimensional latent space (with an induced distribution) and then reconstruct it. The main challenge is ensuring that this space remains "smooth", so that sampling from it produces realistic data. To achieve this, a VAE balances two objectives: accurately reconstructing the original data while ensuring that the latent space stays close (in distribution) to a simple and well-defined prior, usually Gaussian. This guarantees that nearby points in the latent space correspond to similar data samples, making it possible to generate new, coherent examples.

Multimodal VAEs extend this idea to handle multiple types of data, such as images, text, and audio, within a unified framework. The challenge with MVAE arises from the fact that different modes (modalities) share some information but also contain unique details. Some MVAE models attempt to force all modalities to share a single latent representation, which can lead to the loss of modality-specific information. Others keep them too separate, preventing meaningful cross-modal interactions. The ideal MVAE must strike a balance: capturing the shared structure of different modes while preserving what makes each modality distinct.

### **Key Insight: Rejecting a Shared Latent Space Assumption**

The core insight here is rejecting the assumption that all modalities must reside in the same latent space. Earlier MVAEs operated under the assumption that a single latent representation (often a standard Gaussian) should be used for all modalities. This often led to a latent space that was either:

* Too entangled—forcing incompatible modalities to mix unnaturally, or
* Too loose—failing to capture important relationships between different modalities.

To overcome this, the authors propose learning the latent distribution from the data itself, thereby creating a latent space that respects the nuances of each modality while still allowing information transfer between different modalities.

### **A Data-Driven Latent Distribution Instead of a Fixed One**

Instead of using a fixed target distribution (e.g., Gaussian, as in most cases), MMVM VAE builds a latent distribution in the style of a Mixture of Experts, conditioned on all available modalities during training. Each modality contributes to this learned distribution, making it a soft constraint rather than a hard one, unlike traditional VAEs.

This is a fundamental shift from simple averaging or multiplication of distributions—here, the prior is dynamic, data-dependent, and continuously refined as the model learns the modalities. Essentially, it acts like an adaptive scaffold, shaping the latent space in a way that supports a shared structure without forcing it.

### **Mathematical Details: Jensen-Shannon Regularization**

To the reconstruction loss (how well the model reconstructs the data), the authors add a regularization term that consists of Jensen-Shannon divergences between each modality’s approximate posterior q\_ϕ​(z∣X), and the learned latent distribution h(z|X), which is computed as an average over all modalities.

**What does this mean in practice?**

* Each modality’s posterior is encouraged to stay close to the learned latent distribution, which is computed from all modalities together.
* However, each modality retains its own structure, preventing the latent space from collapsing into a single, oversimplified subspace (a key argument in the paper).
* The learned latent distribution acts as a dynamic, trainable regularizer, ensuring that representations remain meaningful and useful.

### **Why MMVM VAE is So Powerful**

Ultimately, MMVM VAE does not impose a rigid latent structure (as traditional MVAE models do). Instead, it lets the structure emerge naturally from the data. And this is precisely what makes it so powerful.

### **Improving Missing Data Imputation**

The proposed model also demonstrates strong performance in missing data imputation tasks. MVAEs typically struggle when reconstructing a missing modality from partial input. Why? Because their shared representations are often too rigid—either:

* Over-relying on shared information, resulting in blurry, generic generations, or
* Maintaining completely separate embeddings, preventing meaningful cross-modal interactions.

By contrast, MMVM VAE ensures that each modality’s latent space remains informative, even when some modalities are missing. The result? More coherent, contextually relevant reconstructions and sharper fidelity to the expected structure of missing data.

### **An Interesting Claim: Connection to Contrastive Learning**

One particularly intriguing claim in the paper—which I admit I didn’t fully grasp—is the connection between MMVM VAE and contrastive learning. The use of Jensen-Shannon divergence as a regularization term aligns the latent distributions across modalities without forcing them into a single subspace.

This is similar to how contrastive learning operates in vision-language models: it ensures that similar inputs produce nearby embeddings while still preserving their differences. However, unlike contrastive learning, which typically requires explicit positive-negative pair construction, MMVM VAE embeds this alignment directly into the generative model itself.

This means that representation learning happens naturally during training, without the need for contrastive sampling tricks or additional objectives.

### **Trade-offs & Limitations**

Of course, trade-offs exist. The model’s reliance on data-dependent priors makes unconditional generation—the ability to sample entirely new multimodal data from scratch—non-trivial. Want to generate completely new multimodal data? Too bad—this method wasn’t designed for that. But this is not a bug; it's a feature. MMVM VAE isn’t trying to be a pure generative model like GANs or diffusion models. Its purpose is structured, interpretable representation learning, where cross-modal dependencies are preserved without imposing artificial constraints.

<https://arxiv.org/abs/2403.05300>

**Mike’s Daily Paper – 28.02.25  
The FFT Strikes Back: An Efficient Alternative to Self-Attention**

**Introduction:**

Anyone who's been following me long enough knows that I have a soft spot for papers featuring the Fourier Transform or any other periodic transform (such as the Discrete Cosine Transform, DCT). This affinity stems from the five years I spent as a researcher, algorithm engineer, and lecturer in the field of signal processing, specifically in wireless communication systems.

This paper proposes a mechanism that replaces self-attention with a layer that transforms token representations into the frequency domain (i.e., applies a Fourier Transform). The key claim in the paper is that this method has a level of expressiveness (i.e., the ability to model the same types of functions) comparable to Transformers. However, the claims are only partially theoretically proven (a full proof is not provided in the paper).

**Why Consider a Frequency-Domain Approach Instead of Self-Attention?**

The main advantage of this Fourier-based non-linear transformation approach is, of course, its lower computational complexity. Instead of the O(N^2) complexity of self-attention, the proposed mechanism operates at O(Nlog⁡N) - a significant reduction. Here, NNN represents the sequence length. It is well known that the Fast Fourier Transform (FFT) can be computed in O(Nlog⁡N) time, and despite the introduction of nonlinear transformations in the frequency domain, the overall complexity of the proposed mechanism remains O(Nlog⁡N).

**How Does This Work?**

1. Fourier Transform on Token Representations
   * The first step is to apply the FFT across the token dimension, meaning each dimension of the token embeddings is transformed separately.
   * Example: If we have 10K tokens, each represented by a 1024-dimensional vector, this results in 1024 independent Fourier Transforms, each of length 10K.
2. Nonlinear Processing in the Frequency Domain
   * Compute the mean of all transformed representations in the frequency space.
   * Pass the result through an MLP (fully connected layers), which outputs a transformed version of the sequence, preserving the original shape (e.g., 10K×102410K in this example).
   * Add the result to a base weight matrix W\_base​, which consists entirely of ones.
3. Adaptive Reweighting of the Fourier Transformed Representations
   * Perform element-wise multiplication between the transformed representation and the original FFT output.
   * This results in a nonlinear reweighting of the Fourier Transform of the token embeddings, where the weights are learned dynamically.
4. Final Nonlinearity & Inverse Fourier Transform (IFFT)
   * Apply a modReLU (ReLu for complex numbers) to the complex-valued representation.
   * Convert back to the original token space using the Inverse FFT (IFFT).

And the Results? Not Bad at All:

The experimental results show that this FFT-based approach performs competitively while maintaining significantly lower complexity than standard self-attention mechanisms. Definitely an interesting direction for more efficient sequence modeling!

<https://arxiv.org/abs/2502.18394>

**Mike’s Daily Paper – 01.03.25  
LoRA vs. Full Fine-Tuning: An Illusion of Equivalence**

Today marks my 200th daily review since I started writing these summaries nine months ago. To celebrate this milestone, I’ll keep things short with a relatively light paper. The paper compares the effects of fine-tuning with LoRA versus full fine-tuning, where all model weights are updated.

**Quick Recap: How LoRA Works**

In LoRA, we train low-rank matrices that are added to the weight matrices in each layer. A low-rank matrix of size 𝑚 × 𝑛 can be factorized into the product of two smaller matrices: A of size 𝑟×𝑛 and B of size 𝑚 × 𝑟 where 𝑟 ≪ min(𝑚, 𝑛 ) (hence low-rank). Instead of fine-tuning the full model, LoRA updates only the matrices A and B while keeping the original weights W\_0 frozen. The modification is applied to specific layers—typically the query (Q) and key (K) projections in the attention layers.

**What Did the Authors Compare?**

The paper examines how the weight matrices change after fine-tuning—comparing full fine-tuning vs. LoRA fine-tuning. Specifically, they analyze the singular vectors of the trained weight matrices using Singular Value Decomposition (SVD).

**Quick SVD Recap:**

SVD decomposes any matrixA into three matrices: A=USV^T where: U and V are orthonormal matrices (columns are mutually orthogonal and unit-norm). S is a diagonal matrix containing the singular values. By studying the singular vectors, the authors aimed to understand how much the structure of the weight matrices changes after fine-tuning with LoRA versus full fine-tuning.

**Intruder Dimension (InDim): What Gets "Forgotten" in Fine-Tuning?**

The authors introduce the concept of Intruder Dimension (InDim) - a dimension in the original weight matrix W\_0 that effectively “disappears” after fine-tuning. But how is InDim Defined? For each singular vector of the original weight matrix W\_0, the authors try to find a matching singular vector in the fine-tuned weight matrix (after training). The similarity is measured using cosine similarity. If no sufficiently similar singular vector is found, that dimension is classified as an Intruder Dimension (InDim)—meaning it has been lost or forgotten during fine-tuning.

**Key Findings**

Full Fine-Tuning Removes More Dimensions Than LoRA: The number of InDims is higher in full fine-tuning compared to LoRA fine-tuning. This suggests that full fine-tuning modifies the model’s internal structure more aggressively.

LoRA Rank (r) Affects How Much the Model Forgets. For very low-rank LoRA (r≈1), the number of InDims is relatively low. As r increases, the number of InDims rises, meaning the model is forgetting more of its original structure. However, at higher r values (e.g. r=64), the number of InDims starts decreasing again. This suggests a nonlinear relationship between LoRA rank and model forgetting.

LoRA Leads to More Forgetting Than Full Fine-Tuning: The authors argue that models fine-tuned with LoRA tend to "forget" more of their pre-trained knowledge than models that undergo full fine-tuning. This aligns with previous findings that fully fine-tuned models perform better on out-of-distribution (OOD) data, meaning they generalize better beyond the fine-tuning dataset.

**Important Note:**

The study focused on fine-tuning encoder-based models, specifically RoBERTa. The conclusions might differ for decoder-based architectures like GPT-style models.

**Final Thoughts**

This paper challenges the common assumption that LoRA fine-tuning is equivalent to full fine-tuning. The results suggest that while LoRA is computationally efficient, it alters the model’s internal representations differently, potentially leading to more forgetting of pre-trained knowledge. The implications for OOD generalization and optimal LoRA rank selection make this an interesting area for further research.

<https://arxiv.org/abs/2410.21228>

**Mike’s Daily Paper - 02.03.25  
An Empirical Model of Large-Batch Training**

This is a six-year-old paper from OpenAI researchers, but I found it interesting enough for a quick review. The paper investigates what an optimal large batch size is for training Mini-Batch Gradient Descent (MBGD). What does "optimal" mean here? A batch size that minimizes the number of training examples MBGD needs to reach a target loss value. Naturally, the same examples can be used multiple times throughout training.

For those who need a refresher, MBGD is part of the gradient descent family of optimization methods. It involves splitting the dataset into mini-batches, with each batch consisting of several examples. The model updates its weights once per batch, using the gradient calculated as the average of the gradients of all examples in the batch. In essence, this average serves as an estimate of the overall gradient of the dataset. Each update shifts the model weights in the opposite direction of the gradient, with the learning rate controlling the size of this shift.

The paper proposes a method to determine the optimal batch size (as defined earlier) when using the best possible learning rate—one that minimizes the loss per iteration. It's quite intuitive that the optimal batch size should depend on the model’s parameters, for example, the shape of the loss surface and the values of the gradients.

According to the paper, the optimal batch size can be computed based on the covariance matrix of the gradient, the Hessian of the loss function, and the average gradient vector. This result is derived using a second-order Taylor expansion (in the direction of the gradient), followed by determining the optimal learning rate and then substituting it into the formula to calculate the batch size that yields the maximum possible reduction in loss. The authors then compare this theoretical maximum loss reduction with the actual loss reduction achieved using a given batch size.

The paper highlights several key points. First, the optimal batch size does not depend on the dataset size. Second, the batch size should change dynamically during training because the Hessian, the average gradient, and the gradient covariance matrix typically do not remain constant. Lastly, the paper describes an interesting special case (which doesn't really occur in practice) where the Hessian is simply an identity matrix. In this case, the optimal batch size equals the sum of the variances of all gradient components.

The paper is written in a very clear and accessible way, making it relatively easy to read despite the technical details. Definitely worth checking out!

[Paper link](https://arxiv.org/abs/1812.06162)

**Mike’s Daily Paper - 03.03.25  
 The Geometry of Concepts: Sparse Autoencoder Feature Structure**

This Paper explores how sparse autoencoders (SAEs) represent and structure concepts in LLMs. The researchers analyze this structure at three hierarchical scales: atomic, cortical, and galactic. The study makes several comparisons between the embedding space of language models and the structure of the brain, though it is clear that LLMs do not think exactly like humans.

**Methodology:**  
 To refresh, SAEs are a tool for studying the interpretability of LLMs. They are trained to reconstruct activations of a specific layer in a model using only a small subset of its features. This sparsity constraint forces the SAE to represent each neuron as a linear combination of a small number of semantic features, with each feature encoding a specific concept (interpretable). In other words, the SAE learns a dictionary of feature vectors (embeddings) in which each neuron is selectively activated for specific semantic patterns.  
  
The researchers use SAEs to extract semantic features from the representations of concepts in LLMs. The study focuses on analyzing the geometric structure of these representations at three scales.

To uncover this structure, the researchers use LDA (Linear Discriminant Analysis) to remove global “distraction” directions in the embedding space, such as word length, which could obscure semantic concept relations. This step is especially important at the atomic level, where analogical relationships become clearer after removing distracting influences.

**Atomic Level: "Crystals" and Geometric Patterns**  
 At the smallest scale, the study identifies "crystals"—geometric structures such as trapezoidal parallelograms—within the multi-dimensional feature space. These structures generalize well-known relational concepts such as (man - woman) :: (king - queen). The researchers note that the quality of these geometric patterns improves significantly when global distraction directions, like word length, are removed using LDA.

**Cortical Level: Spatial Modularity and "Lobes"**  
 At a medium scale, the study reveals spatial modularity within the feature space of the SAE. Features related to specific domains, such as mathematics and coding, group together to form separate "lobes," similar to functional regions seen in human brain fMRI scans. The researchers use various measures to quantify the spatial locality of these lobes and find that features appear together with higher density than expected in random feature geometry. These findings suggest that the SAE organizes conceptual features in a way that reflects functional specialization.

**Galactic Level: Large-Scale Structures and Eigenvalue Distribution**  
 At the largest scale, the study discovers that the distribution of point cloud data is anisotropic (varying in different directions) and characterized by a Power Law of eigenvalues, with steepest changes (between layers) observed in the middle layers of the network. This indicates that the complexity and variation of data representations are not uniform across layers, with middle layers capturing finer variations in the data. The authors also analyze how the entropy of clusters (in point clouds) changes across different layers of the model, providing insights into the hierarchical structure of concept representations within the model.

<https://arxiv.org/abs/2410.19750>

**Mike’s Daily Paper - 05.03.25  
Mixtures of In-Context Learners**

Modern language models exhibit the ability to perform tasks they were not explicitly trained for by leveraging a few in-context examples—without requiring fine-tuning. This capability is known as **In-Context Learning (ICL)**. I’ve also seen people refer to it as **Few-Shot Learning**, though this is somewhat misleading, as **Few-Shot Learning** is typically defined as fine-tuning a model on a small set of labeled examples.

**How Does In-Context Learning Work?**

We provide a language model with **a few examples of the task** in the form of a **prompt**, typically as pairs (x\_i, y\_i), where:

* x\_i​ is a **question or query**,
* y\_i is the **expected response**.

After presenting these demonstration pairs, we input a **new query** x, and the model is expected to generate an appropriate answer **based on the patterns it inferred from the provided examples**.

**The Core Research Question**

For any given query x, some examples x\_i in the prompt will be **more relevant** to it, while others will be **less relevant**.  
The key question posed in this paper is: **How can we ensure that the model weighs relevant examples more heavily while downweighting less relevant ones?**

To address this, the authors propose a **weighting mechanism** that assigns **importance scores** to each example in the prompt **relative to the query x.**.

### **Proposed Method: Learning Example Weights**

Given a dataset of labeled examples (i.e., question-answer pairs), the authors **train a model to output a weight w\_i for each example in the prompt** relative to the query x. These weights are then used to compute the token distribution for the predicted answer y by:

* Representing the probability distribution of y as a **weighted sum of the log-probabilities of y** conditioned on each individual example pair (x\_i, y\_i)
* The weights w\_i determine the contribution of each example to the final distribution over possible tokens in y.

**Training the Weights: Two Approaches**

The paper proposes **two different training strategies** for learning these importance weights:

1. **Direct Optimization** – Optimizing a **loss function** based directly on the token representations of x\_i​ and y\_i.
2. **Neural Network-Based Weight Prediction** – Training a **separate network** to compute the weights wiw\_iwi​, and optimizing it by **learning a function** that maps example-query pairs to weight values.

**Efficient Inference with Top-K Selection**

To avoid the **computational cost** of calculating log-probabilities for **all examples** in the prompt (which can be expensive), the paper proposes an **efficient top-k weighting strategy**. Instead of computing the full weighted sum, only the **top-k most relevant examples** are selected for weighting.

This method is inspired by **Implicit MLE (Maximum Likelihood Estimation)**, which **optimizes a latent model where the latent variable is sampled from a discrete distribution**. The technique is **non-trivial to understand**, and those interested in exploring it further should refer to the references provided in the paper.

📄 **Paper Link:** [arXiv:2411.02830](https://arxiv.org/abs/2411.02830) 🚀

**Mike’s Daily Paper - 06.03.25**  
**LYNX: ENABLING EFFICIENT MOE INFERENCE THROUGH DYNAMIC BATCH-AWARE EXPERT SELECTION**

I noticed that it's been a while since I reviewed an Paper on MoE - Mixture Of Experts in language models. Recall that MoE is a method designed to optimize inference in terms of computational load (i.e., fewer calculations). The model is trained to activate only part of the model (specific experts) for each token, where each expert is (usually) a sub-network of the FFN (in fact, it is usually as sub-matrix of the weight matrices in the FFN) within the transformer mechanism. In practice, this makes it possible to reduce the amount of computation per token, which may allow the activation of LLMs of enormous size (only part of the model each time). In addition (according to several studies), this method makes it possible to learn "more complex functions" because each token may be calculated differently (with a different subset of experts).

The experts are selected by a routing network, where it is trained to compute a non-negative score for each expert. Scores are actually "probabilities" of selecting each expert (there is softmax at the end). Usually, k experts with the highest scores are selected in each layer for each token out of N experts, where k < N. The model is trained to balance the utilization of each expert, with the goal that each expert will be utilized equally in the training dataset (aggregative level). Usually, there is a regularization term on the weights of the routing network, for example in the form of negative entropy or the sum of squares.

The paper proposes a method for optimizing memory consumption for inference of transformer models with MoE when they are activated in batches of queries (several inputs). The proposed approach is based on several empirical observations made by the authors:

* The distribution of the frequency of expert activation within the batch is not uniform, meaning there are experts that are activated more and there are those that are activated less.
* The computational density (arithmetic intensity), which is the ratio between the amount of flops and the amount of memory accesses, decreases when the number of experts increases in the decode phase (i.e., prediction). This makes this phase memory-bound, which increases the latencies.
* The tokens are not very sensitive to their experts beyond a few experts (from top-k) with the highest scores. That is, it is possible to "activate only the experts" without significant damage to performance.
* Not all tokens are equal, meaning there are tokens that are more sensitive to the use of some of their experts and there are those that are less. The authors claim that it is possible to infer the level of sensitivity of the token from the routing network scores for it.
* The prefill phase (prompt processing) is more sensitive to the replacement of experts than the decode phase (generation).
* The sensitivity to the replacement of experts varies between the layers of the model, where the middle layers are the most sensitive to it.

The authors propose to take advantage of these observations in the following way (there are several variations, I will describe the main method):

* All experts are used in the prefill phase (which is compute-bound).
* Sensitive and less sensitive tokens (low and high confidence) are identified in the batch. Then the experts of the less sensitive tokens are filtered.
* The experts that are most used for the batch are selected and the rest are filtered.
* Only the remaining experts are activated for all tokens (top-k). A second option (less damaging to performance) - is to activate all experts for sensitive tokens and only those that remain for less sensitive tokens.

This method makes it possible to increase computational density for the decode phase and make it less memory-bound without significant damage to performance.

<https://arxiv.org/abs/2411.08982>

**Mike’s Daily Paper - 07.03.25  
Number Cookbook: Number Understanding of Language Models and How to Improve It**

## **Introduction**

I've always argued for using simple tools like calculators or code for arithmetic calculations, but people insist on using LLMs for that and there's a price to that.

The paper provides an in-depth analysis of the numerical understanding and processing ability (NUPA) of LLMs. The authors introduce a structured benchmark to rigorously evaluate LLMs across 4 numerical representations and 17 task categories, leading to 41 distinct test cases. By doing so, the work highlights fundamental deficiencies in modern LLMs when handling numerical reasoning tasks. This review dissects the paper's contributions, evaluates its methodology, and discusses its implications for improving LLM numerical reasoning.

The paper’s central premise is that numerical competence is not an emergent property of large-scale pretraining but rather a distinct capability requiring targeted interventions. The failure of LLMs in seemingly trivial numerical tasks like ordering floating-point numbers or performing modular arithmetic contradicts their prowess in complex symbolic reasoning. The authors argue that despite advancements in large-scale training, fundamental numerical processing remains a bottleneck, potentially affecting the integrity of more advanced mathematical and analytical reasoning tasks.

**A Benchmark for NUPA**

Yang et al. present a carefully designed benchmark that categorizes numerical tasks based on representations such as integers, floating points, fractions, and scientific notation. The granularity of these tests is a notable improvement over existing mathematical reasoning benchmarks, which often conflate problem-solving heuristics with core numerical understanding.

By formulating the benchmark around fundamental arithmetic, digit comprehension, and conversion tasks, the authors ensure that their evaluation isolates numerical understanding from broader reasoning capabilities. This structured approach allows for precise measurement of weaknesses in LLMs and provides a roadmap for future improvements. The benchmark’s basis in primary and secondary school curricula ensures that the included tasks are representative of real-world numerical understanding.

**Empirical Evaluation of Leading LLMs**

The study rigorously evaluates models such as GPT-4o, LLaMA-3, and Qwen2, revealing that even state-of-the-art models falter on basic numerical tasks, especially as complexity or input length increases. The observed performance degradation across tasks like modulo operations and digit alignment underscores a crucial blind spot in current LLM architectures.

This evaluation is particularly striking in its revelation that numerical errors persist even in tasks where models achieve high scores on broader mathematical benchmarks. The authors systematically analyze how different numerical representations impact performance, exposing a drastic decline when moving from integer-based tasks to floating-point or fraction-based ones. This insight is invaluable, as it suggests that current training paradigms fail to generalize numerical competence beyond integer-based arithmetic.

### **Techniques for NUPA performance improvement**

The authors explore 3 core methodologies for improving NUPA: modifying tokenization strategies, fine-tuning models on numerical tasks, and leveraging positional encodings (PEs) and digit alignment techniques. Surprisingly, while naive fine-tuning significantly improves performance, specialized techniques such as alternative tokenization and index hints often disrupt model behavior rather than enhance it.

The tokenization experiments provide particularly novel insights. One-digit tokenizers outperform multi-digit tokenizers, contradicting the prevailing notion that longer tokens improve efficiency. The findings suggest that LLMs struggle with numerical alignment when tokens encompass multiple digits, likely due to the way transformers process sequences. Furthermore, PE modifications designed to enhance numerical learning often yield negative results, indicating that the interaction between tokenization and positional information in numerical tasks is non-trivial.

Fine-tuning experiments indicate that substantial improvements in NUPA can be achieved through targeted post-training, but these benefits do not necessarily translate across all numerical tasks. The inability of fine-tuned models to significantly improve digit retrieval tasks, for instance, suggests that fundamental numerical encoding mechanisms require rethinking at the architectural level rather than just via dataset augmentation.

### **Chain-of-Thought (CoT) Analysis for Numerical Tasks**

The authors experiment with rule-following CoT (RF-CoT) to evaluate whether explicit step-by-step reasoning mitigates numerical errors. Although CoT methods boost accuracy, their drawbacks—higher inference time and context window limitations—make them impractical for everyday numerical reasoning.

The experiments reveal that while CoT-based reasoning improves accuracy in structured calculations like multi-digit multiplication, it quickly becomes computationally prohibitive. The cost of generating intermediate reasoning steps outweighs the accuracy benefits, making CoT infeasible for real-world applications requiring large-scale numerical inference. Additionally, the study identifies a performance ceiling beyond which additional reasoning steps do not improve accuracy, reinforcing the idea that fundamental representation and processing improvements are necessary rather than procedural workarounds.

**Conclusion**

Yang et al. make a significant contribution by analyzing and benchmarking NUPA in LLMs. The work exposes fundamental limitations and provides empirical evidence for effective and ineffective strategies to improve numerical processing. While the study's findings highlight persistent challenges, they also offer a valuable roadmap for the AI research community to enhance numerical reasoning in future LLM iterations.

Overall, the paper underscores the need for dedicated numerical processing mechanisms within LLMs. As models become more capable at complex reasoning tasks, their inability to handle simple numerical operations becomes an increasingly critical issue. This research lays the groundwork for future advancements in numerical representation learning, efficient tokenization strategies, and hybrid approaches that combine statistical learning with explicit numerical reasoning paradigms.

Or just do these calculations on the calculator or with python code….

<https://arxiv.org/abs/2411.03766>

**Mike’s Daily Paper - 09.03.25**  
**THE SUPER WEIGHT IN LARGE LANGUAGE MODELS**

It's quite unbelievable, but LLMs with billions or even dozens of billions of parameters can fail to deliver high performance if you remove even a single weight. This surprising finding applies to at least some of these powerful models.

This paper investigates a highly specific and unexpected characteristic of LLMs: the existence of "super weights(SWs)." The authors move beyond the now-established observation that LLMs harbor influential outlier parameters, presenting evidence that a solitary scalar weight can be disproportionately critical to model function.

The central finding is that pruning a single SW can precipitate a catastrophic decline in LLM performance. This drastic effect is manifested as a sharp increase in perplexity and a reduction of zero-shot accuracy to near-random levels. What's particularly noteworthy is the stark contrast between the impact of SW removal and the comparatively minor effect of pruning other, even larger magnitude, outliers.

The paper gives an interesting example of the influence of removing a SW for the prompt: “Summer is hot. Winter is ”. The correct next token should be “cold”, with a strong semantic meaning. With the original model with SW, it correctly predicts the next token “cold” with a high probability 81.4%. However, when the SW is removed, the model’s top prediction is a stopword “the” with a non-confident low probability of 9.0%. This indicates that the SW is essential for the model to make a correct and confident prediction of meaningful words.

The paper doesn't just document this phenomenon; it also explores the underlying mechanisms. The authors link SWs to the generation of "super activations," which are large activation outliers that propagate through the model. They further provide a data-free methodology for identifying these SWs, leveraging the detection of spikes in activation distributions.

Moreover, the study investigates the implications of SWs for quantization. The presence of outliers, including SWs and their induced super activations, poses a significant challenge to effective quantization, as these outliers can skew the quantization process and lead to substantial information loss. The authors demonstrate that preserving super outliers (both weights and activations) can enhance the efficacy of round-to-nearest quantization, even allowing for the use of larger block sizes in weight quantization.

This is achieved by holding out super outliers during quantization and restoring their values afterward, mitigating the adverse effects of these extreme values on the quantization of other parameters. By addressing the challenges posed by super outliers, the proposed approach enables the application of simpler and more efficient quantization methods, facilitating model deployment in resource-constrained settings.

This work makes a strong case that SW are not merely isolated anomalies but rather integral components that play a vital role in shaping LLM behavior and efficiency, with significant ramifications for model compression and deployment. The paper's contribution lies not only in the identification of SWs but also in characterizing their functional role within LLMs. The authors dissect how these weights exert their influence, connecting them to the emergence and propagation of super activations.

https://arxiv.org/abs/2411.07191

**Mike’s Daily Paper Review – 11.03.25  
Beyond Matryoshka: Revisiting Sparse Coding for Adaptive Representation**

A short review of a paper that generalizes a method for generating low-dimensional representations of data called Matryoshka embeddings. What makes this method special? It allows training representations at multiple dimensions simultaneously. That means during training, embeddings of different sizes (e.g., 8, 16, 32, 64, and 128) are learned at the same time.

The method assumes a labeled dataset of pairs (x, y) where x is a data sample and y is its label. Matryoshka embeddings train a deep network with a final classification head that maps the data representation to its corresponding label. The unique aspect of Matryoshka is that it trains multiple projection vectors (along with the model itself) into the label space, where each projection vector takes the first m\_i components of the embedding vector (the model’s last layer). In the example I mentioned earlier, it simultaneously trains mapping vectors of sizes 8, 16, 32, and 64. The loss function is the sum of the losses for all these vectors—so in addition to training the model itself, we train four vectors of sizes 8, 16, 32, and 64.

The paper being reviewed repurposes this interesting approach for improving sparse data representation by modifying it in two ways (essentially tweaking the loss function).

**Sparse Auto-Encoder (SE):** Instead of the original method, which directly maps the model’s representation to labels, an SE is trained to project the data representation into a high-dimensional but sparse space and then reconstruct it back into the original representation space.

**Important note:** The model itself is not trained here - only the mapping vectors (of the SE).

**Contrastive Loss:** This is added to push representations of different categories further apart while pulling together representations of data samples from the same category.

So, what's the goal of the SE in this case? Unlike the original Matryoshka method, which trains only the first elements of the representation vector, here we extract the top-k components of the vector after encoding. The decoder is then trained to reconstruct the original vector using only the top-k components of the encoded representation.

The Known Issue with SE and How They Address It:

A well-known problem with SE is that certain components of the encoded vector become "dead", meaning they take on very similar values across all data points, making them uninformative. To address this, the authors propose two solutions:

- Adding multiple k-values to the top-k encoder in the loss function (instead of a single k-value). This trains embeddings at multiple sizes, similar to Matryoshka, though the main goal here is to create sparse embeddings, not just multi-size embeddings.

- Adding a term to balance reconstruction error between the top-k largest components and the "dead" components (the smallest values in the encoded vector). I couldn't fully grasp why this helps, but that’s their approach.

Additionally, as mentioned, they also introduce the contrastive loss described earlier.

**Final Thoughts:**

While "Matryoshka" appears in the paper's title, its connection to the original Matryoshka embeddings is quite loose. That said, the paper itself is still quite interesting.

Read the full paper: <https://arxiv.org/pdf/2503.01776>

**Mike’s Daily Paper – 11.03.25**  
**Transformers are Universal In-Context Learners**

Today, we will briefly review a heavy theoretical paper investigating the expressivity of deep transformers. Transformers are deep architectures that define "in-context mappings," which enable predicting new tokens based on a given set of tokens. Note that in-context here has a slightly different meaning than in in-context learning, which refers to transformers' ability to learn tasks they were not trained for based on a few prompt examples (at least to the best of my understanding).

The authors prove that deep transformers (with many transformer blocks) are universal approximators, meaning they can approximate any continuous in-context mapping over token distributions to arbitrary precision. Furthermore, these results hold for both bidirectional attention mechanisms (as in encoders) and causal attention mechanisms (as in decoders), while maintaining a fixed embedding dimension independent of the number of tokens.

**The Measure-Theoretic Approach (Finally Found a Use for It in DL Papers!):**

The proposed approach is based on measure theory, where token sequences are represented as probability distributions in the embedding space. This enables the use of tools from functional analysis (flashbacks from nearly 30 years ago in my undergraduate studies) and optimal transport theory (which I wrote about extensively back in the Wasserstein GAN days) to establish the universal approximation property of transformers. A key technical contribution is the reinterpretation of the attention mechanism as an operator on distributions, allowing the application of Stone–Weierstrass theorem (a hardcore generalization of the Weierstrass approximation theorem from Calc II, I believe). This fundamental result in approximation theory states that any "nice" function can be approximated by a sufficiently rich family of simpler functions (though the theorem is quite intense, involving functions on Hausdorff spaces and such).

**Measure-Based Representation of In-Context Learning:**

A central novelty of the paper is representing the attention mechanism as an operator on probability distributions, rather than on finite token sequences. This allows for a uniform analysis of in-context learning, independent of the number of tokens in the sequence. Instead of working with finite sets of token embeddings, the authors define a space of probability distributions over a compact subset of Euclidean space (the embedding space). A distribution assigns weights to different token embeddings, effectively transitioning from learning over a finite set of tokens to a continuous and infinite representation.

Formally, a token sequence can be represented as a discrete probability distribution, consisting of a weighted sum of Dirac delta functions, each centered at an individual token embedding. As the number of tokens increases, these distributions converge to continuous distributions. This formulation allows proving results that hold for any number of tokens, including infinitely many.

**Defining Attention as an Operator on Measure Spaces**

A typical transformer layer consists of two components:

Multi-head attention mechanism, which updates token representations by computing their interactions.

Feed-forward networks (FFN), which process each token independently after the attention step.

The authors reformulate the attention mechanism as a mapping operating on distributions of tokens. Instead of summing over a finite set of tokens, attention is defined as an integral operator over a space of distributions, effectively making tokens a continuous structure. This formulation is particularly important because it enables defining continuity and smoothness of in-context mappings using Wasserstein distance (a special case of which is the Earth Mover’s Distance), which measures the distance between probability distributions. A function is continuous in the Wasserstein sense if small changes in the input distribution lead to small changes in the output distribution. This property ensures that the mappings created by transformers are stable to variations in the learning context.

**Proving Universality: Approximating In-Context Mappings**

The key results of the paper prove that transformers are universal approximators for in-context mappings. The authors show that for any continuous function mapping token distributions to outputs, there exists a deep transformer that can approximate it to arbitrary precision. A crucial part of the proof involves constructing fundamental functions in context, which serve as building blocks for approximating any general function in the previously defined spaces. These fundamental functions are simplified versions of transformer layers that capture the essential principles of attention mechanisms.

A fundamental function consists of three components:

A linear transformation of the token embedding (affine mapping).

A nonlinear interaction that considers the distribution of all tokens.

A context-dependent adaptation, enabling the model to "learn in context."

These functions operate similarly to single-head attention mechanisms but are mathematically more tractable. The authors prove that by stacking multiple layers of these functions, one can construct deep transformers capable of approximating any function in context.

**Using the Stone–Weierstrass Theorem**

To prove universality, the authors show that their set of fundamental functions satisfies the conditions of the Stone–Weierstrass theorem, a key result in functional analysis. They demonstrate that these fundamental functions form a sufficiently rich function class, ensuring that deep transformers can approximate any in-context mapping.

**Wrapping up:**

This paper provides a mathematical framework for proving the expressivity of transformers in learning in-context mappings, leveraging functional analysis, measure theory, and optimal transport theory. The results show that deep transformers can approximate any context-dependent function, independent of the number of tokens in the context window.

https://arxiv.org/abs/2408.01367

**Mike’s Daily Paper - 14.03.25  
A Survey on Kolmogorov-Arnold Network**

**Introduction:**

Do you remember KANs? This stands for Kolmogorov-Arnold Networks, which caused quite a stir back in the day, but the buzz has since faded. It turns out that many studies have emerged since then on this fascinating topic. The paper discusses various extensions and modifications to the basic KAN architecture. These include adaptations for time series analysis, graph data processing, and solving differential equations. These modifications typically involve the integration of special components or constraints within the basic KAN architecture to better address the specific requirements of these domains.

KANs represent a paradigm shift in neural network design, transitioning from fixed activation functions to learnable functions known as B-splines. This was inspired by the Kolmogorov-Arnold representation theorem, which states that any continuous function of multiple variables can be represented as a composition of functions of a single variable. By using functions represented by splines (a combination of polynomials over a specified interval), KANs offer improved flexibility and the potential for higher accuracy in function approximation. This leads to enhanced model interpretability, as the learned univariate functions can be more easily analyzed.

**KAN Networks for Various Domains:**

Now let’s describe several extensions of KANs for different domains. For time series analysis, temporal KANs (T-KANs) integrate memory mechanisms, similar to RNNs and LSTMs, to efficiently handle these sequences and the long-term dependencies within them, showing excellent performance in multi-step forecasting tasks. Additionally, changes such as gated connection mechanisms, similar to LSTM and GRU, allow KANs to dynamically adjust activation functions (represented by the splines) based on task complexity, improving efficiency without the need for extensive regularization.

For graph data, graph-based KANs (GKANs) were developed to enhance semi-supervised node classification by improving information flow between nodes, outperforming traditional Graph Convolutional Networks (GCNs). These KAN-based architectures improve node representation learning and enhance regression model accuracy in graphs arising from social networks and molecular chemistry. GCNs operate by aggregating and recursively transforming feature information from local neighborhoods within a graph, capturing both node features and graph topology.

However, GCNs rely on fixed convolutional filters, which limit their flexibility in handling complex and heterogeneous graphs. To address this limitation, GKAN introduces two main architectures: Architecture 1, which aggregates node features before applying KAN layers, enabling learnable activation functions to capture complex local relationships, and Architecture 2, which places KAN layers between node embeddings in each layer before aggregation, allowing for dynamic adaptation to changes in graph structure. This improvement enables GKANs to adapt dynamically to changes in the graph structure, providing a more adaptive approach to graph-based learning.

For solving differential equations, physics-based KANs (PIKANs) were adapted as an interpretable and efficient alternative to physics-informed neural networks (PINNs) based on MLPs. Here, PIKANs use a

grid-dependent adaptive structure, making them suitable for applications requiring precision, such as flow dynamics and quantum mechanics, where dynamic basis functions help capture complex physical processes with improved accuracy and computational efficiency.

The authors also discuss the challenging optimization of KANs due to the nonlinear nature of the spline parameters in high-dimensional spaces, which are frequently encountered.

**Summary:**

KANs use B-splines for parameterizing functions of a single variable, making them learnable and enabling smooth transitions between different intervals with improved local fitting of data. The optimization process involves adjusting spline parameters, such as control points and knots, to minimize errors between predicted and true outputs, allowing the model to capture complex data patterns. However, this process is complicated due to the highly nonlinear parameter space structure, the curse of dimensionality, and the increased computational overhead resulting from the flexibility of the learnable splines.

**Mike’s Daily Paper - 15.03.25  
 Generative Representational Instruction Tuning**

I stumbled upon this paper pretty much by accident—during a random conversation with a typical LLM about contextualized embeddings and how they’re constructed. It’s a fairly light read, so I figured that if I already spent 5 minutes reading it, I might as well spend another 10 reviewing it.

The paper proposes a method that combines instruction tuning (InTn) for generation with InTn for constructing contextual data representations.

* Generative Instruction Tuning (Generative InTn) is quite straightforward - it trains the model to follow user instructions (e.g., for chatbot applications).
* Representational Instruction Tuning (Representational InTn), on the other hand, trains an encoder model to build vector representations of text in a way that depends on user instructions (which is quite similar to contextualized embeddings).

There are plenty of papers discussing how to train a model to handle each of these tasks separately—but this paper proposes a method to train the same model to perform both (not simultaneously, though).

The method itself is simple: combine two loss functions - one for Generative InTn and one for Representational InTn. Each task is assigned a pre-trained task-specific head (a few transformer blocks, as far as I understand). For the first task (generative instruction tuning), the authors use the standard loss function for generative language models—predicting the next token, but only for the response. For the second task (representational instruction tuning), they use a contrastive loss (pretty standard for these tasks), which tries to pull together embeddings of a question and its correct answer while pushing apart embeddings of the same question paired with an incorrect answer.

The text representation is computed bidirectionally (encoder-based), where the final embedding is the mean of all token embeddings in the text. Naturally, each task gets its own prompt.

That’s it—a quick review, just as promised.  
<https://arxiv.org/abs/2402.09906>

**Mike’s Daily Paper - 17.03.25  
JanusFlow: Harmonizing Autoregression and Rectified Flow for Unified Multimodal Understanding and Generation**

It’s been a while since I reviewed a paper on multimodal generative models. These models are trained not only to generate data of multiple types (in the case of JanusFlow, natural language and images) but also to perform tasks involving the understanding of relationships between these modalities. For example, a multimodal model in the domain of language and images should be able to answer questions about an image.

The model consists of a main model (called LLM) and several encoders and decoders designed to represent data from different modalities and convert these representations into actual data (decoders). All the models in the paper are Transformer-based, which is not surprising.

The paper proposes a method to train such a multimodal model (referred to as LLM in the paper), with an interesting detail—using different encoders for language and images (whereas most multimodal models use the same backbone model). Essentially, during training, the model learns to predict the tokens of an answer given a prompt, where both the prompt and the answer can be either a visual token (a representation of an image patch) or a regular token (a sequence of letters). Additionally, the prompt can be a combination of visual tokens and language tokens in the visual question answering task.

Moreover (not explicitly mentioned in this paper but done in other multimodal models), the model is also trained on textual data only (similar to pretraining a regular language model).

A few details about the different models (besides the LLM) appearing in the paper:  
For linguistic data, tokens pass through a trained encoder (called und enc)—after which the tokens go through a trained linear layer. For visual data, there is a standard, untrained encoder based on VAE, followed by another trained encoder. Since the generative model for images is a diffusion model, the use of a VAE (a separate component in generative diffusion models) should not be surprising. Additionally, as mentioned, there are two trained decoders that receive the representations built by the LLM.

The paper proposes a three-stage training method, where in each stage more and more models (including the LLM) are "unfrozen", and in the final stage, all models are trained except for the VAE.

The diffusion models in the paper are Rectified Flow (RF) based, which attempts to map data from a simple distribution (Gaussian) to the data distribution in a straight path—meaning the trajectory between x\_0 (Gaussian) and x\_1 (data) is linear. In other words, every point x\_t along this trajectory is a convex combination of x\_0 and x\_1. Essentially, the diffusion model is trained to estimate the constant velocity v (which equals x\_0 - x\_1 for every point x\_t along the trajectory). Sampling is performed by solving a differential equation describing the progression of x\_0 to x\_1 with velocity v (Euler method). The diffusion model trained in the paper is latent-based.

An interesting detail about the paper: one term in the loss function of the diffusion model penalizes the mismatch between the noisy internal representation (computed at the intermediate layers of the model) and the clean image representation computed by a strong encoder (understanding encoder). And of course, classifier guidance is used in training the diffusion model (a classic approach in the generative diffusion models).

A well-written and quite clear paper—highly recommended!  
<https://arxiv.org/abs/2411.07975>

**Mike’s Daily Paper – 19.03.25  
EFFICIENTLY LEARNING AT TEST-TIME: ACTIVE FINE-TUNING OF LLMS**

Recently, the most popular method for adapting language models to a specific task is in-context learning (ICL). Essentially, we provide the model, within the prompt, with a few examples of how to perform the task, and the model "learns" how to execute it without any changes to its weights. ICL is possible due to the adaptive nature of transformers (the attention mechanism within them), which manages to "update its computation" as a function of the input.

The paper discusses a different method for adapting a model to a given task at test time (the paper somewhat mixes the concept of test and inference), which involves a light fine-tuning of the model based on the prompt it receives. Unlike ICL, the proposed method—SIFT (Selects Informative data for Fine-Tuning)—does change the model’s weights (performs a single gradient descent step). In fact, SIFT (by the way, there is also a method with this name in image processing from the pre-neural network era) proposes a method for selecting examples from the dataset for fine-tuning the model on a given prompt.

The authors argue that selecting examples closest to the prompt in latent space based on cosine distance or inner product (nearest neighbors or NN) is suboptimal and may retrieve redundant examples that harm fine-tuning performance. Instead of retrieving the most similar examples to the prompt, SIFT selects those that provide the most new information, thereby achieving better model adaptation with minimal additional computations.

**Uncertainty Estimation for Guiding Fine-Tuning – Why Is This Important?**

Many fine-tuning methods rely on retrieving similar examples based on cosine similarity or Euclidean distance. However, this approach is flawed: it does not distinguish between relevant and redundant data. Two very similar examples may contain the same information, and therefore, one of them does not contribute to the fine-tuning result. To solve this, the authors propose a method for estimating the model’s uncertainty in its response after fine-tuning.

* If the model is very confident in its answer after fine-tuning, adding an example will not significantly affect the result.
* If uncertainty is high, smart selection of examples can greatly improve model performance.
* The challenge is efficiently finding these examples.

**Measuring Similarity in Latent Space Using a Kernel Function**

As mentioned, the basis of SIFT’s selection method is measuring similarity between examples in latent space. To quantify this similarity, the authors use a kernel function, which is defined as the inner product between the latent representations of the examples.

This function takes two sequences and returns a similarity score—high for similar sequences and low for different ones. Using this kernel function, they construct a kernel matrix for the selected fine-tuning examples and the prompt itself. They then define a surrogate model, whose purpose is to estimate the performance of the LLM after fine-tuning on the selected examples.

Using this model (which is somewhat mathematically heavy), they estimate the model’s uncertainty after adding an example xx from the dataset to the set of examples used for fine-tuning. Ultimately, they select the example that minimizes uncertainty for the prompt and add it to the set of examples.

In Simple Terms, the Proposed Approach Balances Two Opposing Considerations:

* Relevance: The selected examples should still be relevant to the prompt.
* Diversity: The examples should not contain overlapping and redundant information.

Instead of selecting examples all at once, SIFT selects each example gradually, using the kernel function to determine its added value. The essence of proposed method can be summarized in the following manner:

* The essence of the proposed method can be summarized as follows:
* If a new candidate is too similar to previously selected examples, it is rejected, as it does not add new information.
* If the candidate is relevant but contains new details, it is selected to reduce uncertainty.
* If the candidate is completely unrelated to the prompt, it is excluded from the process.

<https://arxiv.org/abs/2410.08020>

**Mike’s Daily Paper - 20.03.25  
Softmax is not enough (for sharp out-of-distribution)**

This paper proposes a method to improve generalization performance for transformer models from a rather unexpected angle. The authors propose a method to deal with what is called dispersion of attention weights in transformers. This manifests, for example, in the inability (according to the paper) of transformers to focus attention weights on a small number of tokens (relative to sequence length). This is important, for instance, in tasks like finding maximums in a given number sequence or "needle in a haystack" questions where the model is asked to find a short unrelated passage in a relatively long text.

The authors claim that one of the main reasons for these problems is the high dispersion(making all of them more or less equal) of attention weights in the transformer mechanism. These weights are calculated with a softmax function that "normalizes" the inner products of K and Q vectors for all sequence tokens. According to the paper, the problem is related to the fact that for long contexts, softmax, especially in deep transformers, has a "tendency to smear the softmax output."

One way to deal with this phenomenon is to lower the temperature, but this may increase the likelihood of errors in cases where the logit (unnormalized attention weight) of the correct token is smaller than the maximum logit. To address this phenomenon, the authors proposed a new version of softmax where the temperature depends on token entropy.

They trained a model for cases where the logit of the correct token is not maximal, with the goal of maximizing the sampling probability of the correct token (after the attention mechanism and FFN). The model's purpose was to compute an optimal temperature value as a function of the entropy of unnormalized attention weights. The temperature formula turned out to be inverse (1 divided by a polynomial of power 4 with learned coefficients). It is worthwhile to note that the temperature is calculated during inference depending on token entropy according to this model.

The authors empirically showed that adaptive temperature reduces dispersion of attention weights. Although the optimal adaptive temperature decreases with increasing logit entropy, it causes fewer model errors compared to when it is hardcoded (namely hyperparameter).

<https://arxiv.org/abs/2410.01104>

**Mike’s Daily Paper - 21.03.25  
LLMs learn governing principles of dynamical systems, revealing an in-context neural scaling law**

This paper caught my attention because it mentions language models and dynamical systems, two topics I’ve liked since the good old state-space model (Mamba) days. The paper claims that LLMs exhibit strong performance in understanding various types of dynamical systems, including stochastic, chaotic, and continuous systems, all without any fine-tuning—just some prompt engineering, and suddenly your LLM understands dynamical systems.

Recently, several papers have explored using LLMs to model dynamical systems by generating new samples from them. The logic here is fairly simple: if an LLM can generate data following the distribution induced by a dynamical system, it likely understands the system itself.

However, the authors take a more direct approach—they demonstrate that an LLM can explicitly construct the probability distribution of a dynamical system, assuming it follows a Markov process. This means that the distribution of the next state at time t+1 depends only on the state at time t and not on previous states.

For a discrete system, this distribution is represented by a transition probability matrix, which contains the conditional probabilities of the next state xt+1x\_{t+1}xt+1​ given the current state xtx\_txt​, for all possible values. In continuous systems, such a matrix can be constructed by discretizing the state space.

The paper shows that LLMs can construct these transition matrices quite effectively, especially when the number of possible states is relatively small. The difference between the LLM-predicted distribution and the ground truth distribution is measured using Bhattacharyya distance, which I’ve only encountered once before in deep learning papers. The paper also reports strong results using other divergence measures, such as Jensen-Shannon (JSD) and KL divergence.

The authors propose a tricky method to construct these transition matrices with an LLM—if you want to dive deeper, check out the Hierarchy-PDF algorithm section.

That’s it for today, a short one…  
[Paper link](https://arxiv.org/abs/2402.00795)

**Mike’s Daily Paper - 22.03.25  
Physics in Next-token Prediction**

This paper is far from ordinary. It starts with its title—how could next-token prediction (NTP) possibly be related to physics? It turns out the connection exists, and it runs through information theory. Those who know me are aware of my deep interest in the informational aspects of machine learning, such as how models compress information, how knowledge is stored in trained models, and related topics. This paper directly addresses these ideas, and while it doesn’t involve overly complex math, it is quite deep (not sure I fully absorbed it myself! 😅).

Let's start with Shannon’s theorem, with a slight twist: it states that the number of bits required to transmit the next word x\_{t+1}​ after transmitting t words is equal to the conditional entropy H of x\_{t+1}​ given the previous words, or equivalently, its self-information I. In practical terms, this entropy is simply the log-probability of the conditional probability of x\_{t+1}​ given the previous words. From this, it follows quite naturally that the total number of bits required to transmit an entire dataset D is the sum of these conditional entropies over all words in D.

Now, let’s assume we have a model trained to predict the next token given its context (i.e., previous tokens)—a typical language model. The number of bits required to transmit the same dataset D is still calculated using the same formula—the sum of conditional entropies. However, this time, since the model itself is making the predictions, we likely need fewer bits to encode D. But why does this happen? Where does the difference in bits between encoding D without the model and encoding it with the model go?

Since information cannot be lost, the assumption is that the model has absorbed it—it has learned. The paper refers to this stored information as the model’s effective information about the dataset D (or the task). It also introduces η, which represents the capacity of the model, defined as the ratio of the model’s effective information to the number of parameters in bits. Additionally, an interesting observation is made: the number of bits required to transmit D using the model is simply the cross-entropy loss of the model on D multiplied by |D| (the number of tokens in D).

Tying these quantities together leads to the first law of thermodynamics for LLMs, as defined in the paper:

ηN=∣D∣(H−L)ηN

where N is the number of model parameters, L is the cross-entropy loss of the model on D, and H is the initial entropy of D. During training, H and N remain constant, while |D| represents the number of tokens the model has "seen." This suggests that training a model is essentially a process of compressing the dataset D and transferring its information into the trained model.

The paper also defines a second law of thermodynamics for LLMs, which describes the minimum energy required to transfer information from D to the model. This energy is proportional to N and η and even includes a temperature term T (not to be confused with LLM temperature) as well as Boltzmann’s constant k. I’ll admit—I didn’t quite grasp the full meaning of those last two (T and k).

Based on this theoretical framework, the authors derive interesting insights into model training and even compare their formulated laws to scaling laws in language models. If you're into this kind of stuff, I highly recommend diving in—a fascinating read.

[Paper link](https://arxiv.org/abs/2411.00660)

**Mike’s Daily Paper Review – 26.03.25**

**DoReMi: Optimizing Data Mixtures Speeds Up Language Model Pretraining**

Today's paper belongs to a field I wasn't familiar with before, so there's a chance I might have made some mistakes in my review—despite my best efforts. The paper discusses optimization strategies for training language models when dealing with datasets from different domains.

Mathematically speaking, the authors propose a weighting strategy for different datasets during training. Given d datasets, the goal is to find a d-dimensional vector α of non-negative numbers summing to 1, where 𝛼\_𝑘 represents the probability of sampling an example from dataset D \_k . This means the training set is constructed in two steps: select a dataset based on probabilities from α and sample an example from the chosen dataset.

A simple approach would be to set 𝛼\_𝑖 proportional to the dataset size meaning larger datasets are sampled more frequently. Another option is uniform sampling, where each dataset is chosen with probability 1/d. Some methods select α based on dataset quality, favoring high-quality datasets over lower-quality ones. But how do we choose α to maximize model performance? This is the key question the paper attempts to answer.

Brute-Force Search vs. Smarter Approaches

One naive solution is brute-force search: try different values of α, train a model for each, and compare results. But for large models and a high number of datasets d, the computational cost becomes prohibitively expensive. So, can we do something more efficient? The answer is yes, and that’s exactly what the authors propose.

Proposed Approach: Distributionally Robust Language Modeling (DRO-LM)

First, they train a small model 𝑀\_ref with some initial dataset weights α\_0 (e.g., uniform sampling). The method is inspired by distributionally robust optimization (DRO) and aims to minimize the worst-case error across all valid dataset weight vectors α. The error is defined as the difference between the token log-likelihood of the trained model and 𝑀\_ref , averaged over tokens in each dataset. If you noticed a minimax problem, you’re absolutely right. The optimization process alternates between:

- Gradient ascent over α (to maximize the worst-case error).

- Gradient descent over model parameters (to minimize the model’s loss given the chosen α).

Iterative Optimization:

Over multiple iterations, batches of training examples are randomly sampled while solving the minimax problem. The final dataset weight vector α is obtained by averaging the optimized 𝛼 values from all iterations.

Final Training Step:

A large-scale model is then trained using the learned dataset mixture α, leading to better generalization and training efficiency.

Final Thoughts

This method provides a computationally efficient way to optimize dataset weighting, significantly improving pretraining speed and performance. Instead of brute-force searching for the best dataset mixture, it learns an optimal weighting through adversarial minimax optimization.

Hope I managed to explain it clearly!

📄 Read the paper here: <https://arxiv.org/abs/2305.10429>

**Mike’s Daily Paper Review – 28.03.25**

**UniMax: Fairer and More Effective Language Sampling for Large-Scale Multilingual Pretraining**

I continue my exploration of papers on optimizing data selection for model training, particularly for language models, which we all appreciate. The problem can be formulated quite simply: given a set of datasets D = {D\_1, ..., D\_n} the goal is to choose an "optimal" combination of these datasets for training a model under a budget B, which represents the total number of tokens/symbols (referred to as symbols in the paper) that the model "sees during training." This can also be translated into FLOPs, given the model’s architecture. In simple terms, we want to understand how to sample data from D to achieve the best-performing model after training within the given budget B. Of course, "best" can be defined in multiple ways, but we will focus less on that and more on how to balance examples from different sources (datasets) when training the model.

The paper discusses the scenario of training multilingual models when data is available in multiple languages. A straightforward approach is to allocate an equal budget to each dataset (i.e., language), meaning that datasets of different sizes will be trained for a different number of epochs. Less common languages (with smaller datasets) will undergo more epochs compared to more widely spoken languages (which have larger datasets). The paper argues that this imbalance can lead to suboptimal model performance. The authors propose a highly intuitive and simple method for balancing the number of epochs across different datasets while staying within the overall budget B.

The method sets a maximum number of epochs N for any given dataset. The process starts with the smallest dataset (the least common language), determining the number of epochs E\_i​ for that dataset based on its symbol count C\_i and the average budget per language (computed as B/|D|). If the computed E\_i exceeds N, it is capped at N. The budget allocated to this dataset is then subtracted from B, and a new average budget uiu\_iui​ is recalculated for the remaining |D| - 1 datasets. This process is repeated iteratively for all datasets. The authors note that they do not use token count to estimate the "effective size" of each language due to the complexity of tokenization in multilingual datasets.

In the final step, all budgets uiu\_iui​ are normalized using softmax to obtain the distribution ppp, from which data is sampled for each language. The distribution ppp can be adjusted using a temperature parameter τ (by raising p\_i​ to the power of 1/τ), allowing for smoothing or sharpening of the distribution before sampling from it.

That's it for today—tomorrow, another paper on the topic…  
<https://arxiv.org/abs/2304.09151>

**Mike’s Daily Paper – 29.03.25  
Efficient Online Data Mixing For Language Model Pre-Training**

Continuing my review of research on optimization of model training (particularly language models) when multiple datasets are available. Since I already defined the problem in my reviews from 26.03 and 28.03, I won’t repeat it here and will jump straight into the core idea of this paper. This paper approaches the problem differently from the two previous papers I reviewed. However, despite some mathematical complexity, I find its proposed approach highly intuitive. The authors aim to solve the problem of constructing a training dataset D from multiple datasets D₁, ..., Dₙ using Multi-Armed Bandits (MAB).

For context, the MAB problem is defined as follows: We have n slot machines, each with an unknown probability of winning p₁, ..., pₙ. The goal is to determine a selection strategy that maximizes total winnings (e.g., expected reward) over N trials Notice how our training optimization problem is quite similar to MAB - we need to determine the dataset selection strategy for training without knowing in advance the exact “impact” of each dataset on the final model performance.

Without diving too deep into the math (Markov decision processes, Gibbs distributions, etc.), the goal here is to find a probability distribution p₁, ..., pₙ over the datasets to maximize model performance. The key twist is that this distribution evolves over iterations, where each iteration consists of a step (or a predefined number of steps) of training on data from the selected dataset Dᵢ.

In other words:  
 🔹 At each step, we sample a dataset based on the current **p** distribution.  
 🔹 We train the model on data from that dataset.  
 🔹 We update p based on the training results.

Naturally, this raises a crucial question: How do we determine p for the next iteration based on previous training results? This brings us to the concept of reward, which reflects the "success" of selecting dataset Dᵢ at a given step. If training on Dᵢ was successful, we increase its probability (at the expense of others), and if it was less successful, we decrease it.

So what exactly is the reward here? The reward is the information gain (IG)—essentially, how much the model benefits from the data in Dᵢ. The paper estimates IG using perplexity (the exponent of the loss) on the dataset’s data. This loss is estimated from a batch of data.Additionally, the algorithm accounts for exploration—we don’t want to drastically reduce a dataset’s selection probability based on too few batches. To mitigate this, the paper applies a common technique from MAB and RL: adding a small εₜ value to every pᵢ, which decreases over iterations.

Final Algorithm: 3-Step Process

1️⃣ Update selection probabilities p₁, ..., pₙ.  
2️⃣ Sample data from datasets D₁, ..., Dₙ based on these probabilities and train the model.  
3️⃣ Update probabilities again based on the trained model’s results from step 2.

A highly recommended paper—I really enjoyed diving into it!  
[Read the full paper here](https://arxiv.org/pdf/2312.02406)

**Mike’s Daily Paper – 01.04.25  
OPTIMIZING PRETRAINING DATA MIXTURES WITH LLM-ESTIMATED UTILITY**

The paper I will briefly review today is a generalization of the paper I reviewed on 28.03 about the UniMax method (though there are quite significant differences between them, and in my opinion, it is more similar to the paper I reviewed two days ago, on 30.03). This will be the last review (for now) in the series of papers I’ve covered on training optimization when multiple datasets D\_1, ..., D\_n are available.

The goal here, as in the last three reviews, is to propose a distribution w\_1, ..., w\_n for optimal sampling from these datasets to maximize the model’s performance on a predefined validation dataset. This is done under one of two constraints:

* A token budget constraint (data-constrained training).
* A compute budget constraint (though in my opinion, each can essentially be formulated in terms of the other).

The paper formulates the training optimization problem in an original way that I haven’t seen before. It is posed as an optimization problem (minimization) with constraints (note: there is a mistake in Equation 2- it should be argmax instead of argmin). The loss function consists of two terms: The first term is the norm of the difference between vector of ones (denoted as **1** in the paper and the inner product of the weight vector ww and a vector containing the performance scores (normalized to be between 0 and 1) of the model on benchmarks (several per dataset) for datasets D\_1, ..., D\_n (referred to as utility in the paper).

At first glance, this seems a bit strange, but the maximum value of this term is reached when the model’s average performance on all benchmarks for all datasets is perfect (i.e., equal to 1, which likely represents maximum possible performance). The second term in the optimization objective is a regularization term **|D| |w^{T}w**. This term reaches its minimum value when the weight vector ww has equal values (i.e., w\_i =1/n). In other words, the model is encouraged to assign equal sampling probability to all datasets - which makes sense, since we want the model to "see" as diverse a dataset mix as possible.

In addition, there are constraints on w: itt must be a valid probability distribution while another constraint limits the total token budget for the entire training process.

The paper uses the Splitting Conic Solver (SCS) to solve this optimization problem (seems non-trivial, but I didn’t dive too deep into it). Of course, this approach requires computing the objective function described in the previous paragraph, which involves evaluating performance across n benchmarks. This is a computationally expensive process, and the authors suggest a method to reduce the computational effort required.

The authors propose a method to approximate this evaluation using language models. First, a powerful model (they used a large LLAMA) is asked to summarize each benchmark task based on its examples. Then the model also constructs a utility prediction prompt (for the trained model), designed to estimate the trained model’s performance on the benchmark. The goal (as far as I understand, since this part was less clear to me) is to, given a small number of examples, estimate the model’s performance on the benchmark (there are five possible scores).

And that’s it- this concludes my series of reviews on training optimization when multiple datasets are available. See you in the next topic**s!**

**🔗** [**Read the paper**](http://arxiv.org/abs/2501.11747)

**Mike’s Daily Paper – 02.04.25**

**SymDPO: Boosting In-Context Learning of Large Multimodal Models with Symbol Demonstration Direct Preference Optimization**

Today, I’m making a sharp pivot in my review topics and covering a paper on training multimodal models (specifically, MLLMs). The paper proposes a method for training models on in-context learning tasks, where the model receives several demonstrations—each consisting of an image, a question, and an answer. The model is then expected to answer a question about a new image (which may contain the same characters, for example) based on the provided demonstrations. This review will be short and light.

The authors propose a way to improve the understanding of relationships between different modal data sources in multimodal models. For example, models that support both language and images sometimes struggle with tasks requiring semantic understanding between visual and textual data—such as the in-context learning task for MLLMs described above. The paper highlights that MLLMs often fail these tasks and sometimes answer questions without considering the provided context (i.e., the images, questions, and answers). The paper proposes a fine-tuning method for multimodal models to address such failures.

The proposed fine-tuning method is based on Reinforcement Learning with Human Feedback (RLHF), specifically using Direct Preference Optimization (DPO) - a modification of the popular Proximal Policy Optimization (PPO). The main advantage of DPO over PPO is that DPO does not require training a reward model. Instead, it only needs a dataset of question-answer pairs, including both preferred and non-preferred answers. The core idea in this paper is to engineer such a dataset for the given use case and apply DPO for multimodal model fine-tuning.

In essence, the paper suggests manipulating questions and answers in various ways to force the model to fully consider the given context. Some of the tricks include:

* Providing a nonsensical (random word) correct answer.
* Replacing an undesirable answer with gibberish.
* Removing the question entirely while keeping the answers unchanged.

There are a few more tricks like these, and by combining them, the paper achieves a better multimodal model using DPO fine-tuning.

As promised, a short and light review.

<https://arxiv.org/abs/2411.11909>

**Mike’s Daily Paper – 03.04.25**

**Amortizing intractable inference in diffusion models for vision, language, and control**

**Introduction:**

Diffusion models have revolutionized generative AI, enabling stunning image synthesis, advanced text generation, and even decision-making in reinforcement learning. These models operate by gradually refining random noise into structured data, effectively learning a probabilistic prior over complex distributions.

However, many real-world applications require more than just unconditional generation—they demand posterior inference, where the model generates samples that satisfy specific constraints. Posterior inference in diffusion models typically relies on classifier guidance, score-based reweighting, or fine-tuning methods like KL-regularized optimization. But these approaches suffer from major drawbacks:

**Bias and mode collapse**: Heuristic guidance (like classifier reweighting) distorts the true posterior.

**Computational inefficiency**: Sampling methods often require costly iterative refinements.

**Lack of generality:** Existing techniques work well for specific tasks but don’t transfer across domains.

The authors of "Amortizing Intractable Inference in Diffusion Models for Vision, Language, and Control" propose a fundamentally different approach, inspired by reinforcement learning (RL) and Generative Flow Networks (GFlowNets). Their method, called Relative Trajectory Balance (RTB), reframes posterior inference as a sequential decision-making problem. This enables efficient, unbiased, and generalizable sampling from constrained distributions without relying on explicit likelihood reweighting.

**Reframing Posterior Inference as a Trajectory-Based Learning Problem**

At its core, posterior inference in diffusion models requires sampling from a conditional distribution:

p(x∣c)∝p(x)f(x,c)

where:p(x) is the pretrained diffusion model (our prior over data). f(x,c) is an auxiliary constraint function (e.g., a classifier, a language model, or a reward function). The goal is to generate samples x that are consistent with the constraint c, without distorting the learned prior too much. Traditional methods attempt to approximate p(x∣c) by modifying the diffusion process with heuristic guidance techniques, such as:

* Classifier guidance, which modifies the score function using gradients from an external classifier.
* Likelihood reweighting, which applies importance sampling to adjust sample probabilities post hoc.
* Direct optimization, where the diffusion model is fine-tuned using KL constraints.

The problem? These methods struggle with posterior accuracy, sample diversity, and computational efficiency.

**Enter GFlowNets: A New Approach to Learning Probability Distributions**

GFlowNets are a family of generative models that learn to sample from complex distributions by treating the generation process as a sequence of decisions. They are inspired by reinforcement learning, but instead of optimizing for a single best trajectory (like in traditional RL), GFlowNets learn to generate diverse samples proportionally to a given reward function.

In VAEs or GANs, we train a model to directly map latent variables to data samples. In diffusion models, we iteratively denoise a latent variable to obtain a final sample. GFlowNets take a different approach. They define the generative process as a trajectory through a state space (e.g., a sequence of denoising steps in a diffusion model). They assign a probability to each trajectory such that the likelihood of reaching a sample x is proportional to a given reward function R(x). They ensure balanced forward and backward transitions to achieve unbiased, amortized inference.

In simpler terms, GFlowNets turn sampling into a decision-making process, where the model actively chooses how to construct a sample rather than passively generating from a prior. This is precisely the missing link in posterior inference for diffusion models. Instead of relying on heuristic guidance, we can learn a policy that directly models the posterior distribution. Instead of requiring expensive iterative sampling, we can amortize inference by training the model to efficiently traverse the sampling space.

**The RTB Approach: Learning Posterior Distributions via GFlowNet-Inspired Training**

The authors introduce Relative Trajectory Balance (RTB), which moves away from heuristic guidance and instead learns the posterior distribution through reinforcement learning principles. The key insight is that sampling from a constrained posterior can be viewed as a sequential decision-making process, where each step in the diffusion model corresponds to a state transition in a Markov Decision Process (MDP).

Instead of passively sampling from a fixed prior, RTB learns a policy that selects the most probable inference trajectories. This policy determines the sequence of latent variables x\_t in the diffusion process, balancing between prior consistency and constraint satisfaction. Inspired by GFlowNets, RTB learns a probability model over inference trajectories, ensuring that forward and backward sample generation are balanced. This prevents biasing the learned posterior while still allowing efficient constraint satisfaction. Unlike traditional methods that require computing explicit likelihood ratios, RTB directly learns the optimal trajectory policy through relative probability adjustments, making it computationally more efficient.

**Why This Matters: A New Paradigm for Diffusion Model Inference**

RTB represents a fundamental shift in how we approach posterior inference in generative models. Instead of manually tweaking diffusion guidance techniques, it learns the posterior distribution itself using reinforcement learning principles.

This approach offers several major advantages:

Unbiased posterior estimation: Unlike classifier guidance, RTB does not introduce distortions in the learned posterior.

Generalization across domains: The same framework can be applied to vision, language, and reinforcement learning.

Computational efficiency: By amortizing inference over training, RTB avoids costly iterative reweighting.

**Mike’s Daily Paper – 05.04.25** **GIVT: Generative Infinite-Vocabulary Transformers**

Today we’re going back a few years to the time when terms like VAE, VQ-VAE, and VQ-GAN attracted the kind of attention that generative diffusion models receive today (though admittedly less than agents, but still). The paper we’ll review today presents an interesting enhancement to VQ-VAE, which caught my attention since, as mentioned, papers in this area have become a “rare bird” in our (AI) landscape.

First, I’ll give a short introduction to VQ-VAE. Let’s start with VAE, which stands for **Variational AutoEncoder**, invented back in 2014 by the legendary Kingma. Basically, a VAE consists of two networks: an encoder and a decoder. The encoder produces a latent representation (or embedding) of a data sample, and the decoder turns this latent representation into an image. The encoder outputs the parameters of a Gaussian distribution (a mean vector and a diagonal covariance matrix), from which the latent vector is sampled and then passed to the decoder to reconstruct the input image.

The loss function of the VAE is based on **ELBO** (Evidence Lower Bound) and includes two components. The first is the reconstruction loss – in the classic VAE, it’s the norm of the difference between the reconstructed and original image (in more advanced versions, perceptual loss and GAN-style losses are added). The second component is the **KL divergence** between the distribution of the latent representation derived from the data (represented by the mean vector and diagonal covariance matrix) and a standard normal distribution. During inference, we sample a latent vector from a standard normal distribution and feed it to the decoder.

A notable and very popular improvement to the VAE is **VQ-VAE**. Instead of defining the latent space as a Gaussian distribution, it is defined in a **discrete** manner. Each patch in the image is described (in latent space) by a vector from a **codebook** of finite size, which is trained together with the encoder and decoder. In other words, there is a **finite number of latent representations** for each patch (we’ll come back to this in a moment). Once the encoder, decoder, and codebook vectors are trained, an additional model is trained to predict the latent representation of patches, using all the latent representations from the dataset. This model (say, a Transformer) is trained to **autoregressively predict** the codebook vector (i.e., its index) of the next patch given the previously generated patches. Then, the latent vectors of the patches are fed into the decoder to generate data (images).

As mentioned, there’s a limited and finite number of latent representations per patch, which **restricts the semantic richness** of the images that VQ-VAE and similar methods can generate. And that’s exactly where the paper we’re now reviewing brings innovation—it proposes a method to **switch to a continuous representation** (without a codebook) of the latent vectors. But how is this possible? Let’s recall that in VQ-VAE, we predict a categorical distribution over the codebook—meaning the final layer of the autoregressive model is a softmax over the codebook size.

So, can a model be trained to generate **continuous latent representations** autoregressively? The answer is yes. In the first stage, the paper trains a **standard VAE** as described earlier. This is done at the patch level, meaning the latent representation of an image is composed of the representations of its patches. In the second stage, the authors train a **causal Transformer** that predicts the next token’s representation by predicting parameters of a **Gaussian mixture distribution**, from which the latent vector itself is sampled. That is, each time the causal Transformer (which considers only already generated vectors) predicts the mean vectors, parameters of diagonal covariance matrices for each mixture component, and the mixture weights. After these latent vectors are predicted and sampled, they are fed into the decoder to generate an image.

It’s worth noting that **GIVT**, unlike VQ-VAE, can be trained **end-to-end** with the encoder and decoder, which the authors argue might be problematic. As an alternative to the causal Transformer, the authors propose training a model called an **adapter** (based on **Normalized Flow**) to generate the entire latent representation of the data **after** the encoder and decoder have already been trained—thus separating the two stages.

Additionally, the paper suggests training a **non-causal Transformer** to predict latent patch representations, similar to **masked language modeling (MLM)**. This approach, which I wasn’t previously aware of, was introduced in the paper **MaskGit**.

<https://arxiv.org/pdf/2312.02116>

**Mike’s DailyPaper – 07.04.25** **JETFORMER: An Autoregressive Generative Model of Raw Images and Text**

Today’s review is a continuation (even though there's no VAE here) of my previous review from 05.04.25. The paper we’ll look at today proposes a method for training a multimodal model where a single autoregressive model is trained for both modalities (images and text).

In most multimodal models, separate encoders are used for text and image. According to the authors, this could be problematic (and I kind of get it). So, the paper suggests training one autoregressive transformer for both modalities together.

So how does this work? The paper proposes using a pretrained Normalizing Flow (NF) model to build image representations. An NF model trains a reversible mapping—meaning lossless—from data space (the image) to a space with a simple distribution (say, standard Gaussian). This mapping is usually constructed by composing multiple simple functions (e.g., over subsets of dimensions), and all these mappings are trained jointly with the goal of maximizing the likelihood of the data under the transformation.

In practice, the authors train an NF for each patch in the image (a patch representation is called a visual token). So the authors jointly train the NF model (for image representation) with the autoregressive transformer to generate both images and text. That is, given an image and its description (the order of input matters!), the transformer is trained to predict the visual token representations after NF (which are trained jointly with the transformer).

When the image is given before its description, the transformer is trained to reconstruct the textual token representations. Just like in the previous review (on GIVT), the model predicts the parameters of a Gaussian Mixture for each token, and the actual representation is sampled from that distribution.

The paper also proposes improving the robustness of the representations generated by the trained autoregressive model using data noising (as I understand, only the visual data is noised). This is done in a curriculum-style approach. Initially, the data is strongly noised so that the model can learn the “coarse” aspects of the data. Over time, the noise is reduced, allowing the model to focus on learning the finer details.

<https://arxiv.org/abs/2411.19722>

**Mike’s Daily Paper – 09.04.25** **O1-CODER: An O1 Replication for Coding**

I finally got around to reviewing this paper that caused quite a stir when it came out. The authors’ explicit goal is to replicate OpenAI’s O1 model, but focused specifically on coding tasks. The paper uses RLHF techniques combined with a self-play method where the model learns from data it generates itself. It starts from a dataset of coding questions and their corresponding answers (i.e., code 😊).

The core idea of the paper involves six main stages.  
**Stage 1:** The authors build a tool (not described in much detail) that generates comprehensive tests for a given coding question and its correct solution. This tool (called TTG) will later be used to estimate the reward for code outputs produced by O1-CODER.

**Stage 2:** Using MCTS (Monte Carlo Tree Search), the model constructs reasoning chains for examples in the dataset. MCTS is a planning algorithm for decision-making that samples the state space (tokens, in our case) to estimate the reward of different possible actions. It incrementally builds a search tree, choosing at each step to expand the branch (token sequence) that looks most promising, balancing exploration of new paths with exploitation of known good ones. Each path (i.e., reasoning chain including a proposed solution) gets a reward of 1 or 0 from TTG (pass or fail all tests).

**Stage 3:** The model undergoes supervised fine-tuning (SFT) on reasoning chains that led to correct solutions (with reward 1).

**Stage 4:** Iterative self-play training begins. In each iteration, the training dataset is enriched with new examples generated by the model itself. The process involves either SFT on correct-answer chains (excluding iteration 0) or RLHF training using DPO (Direct Preference Optimization) on pairs of positive and negative examples.

Then, the model generates new reasoning chains (excluding the final answer), and a Process Reward Model (PRM) scores these partial solutions. The model then completes the answer from the reasoning chain, and new tests are generated for the question (since the correct answer is known — likely because the questions come from a benchmark dataset).

The reward is computed by running the tests on the model’s generated code: 1 if all pass, 0 otherwise. This is then combined with the reasoning rewards via an aggregation function. The model is trained to maximize this combined reward using some RL method (possibly regularized, though the paper doesn’t go into details).

Finally, new examples are generated using the updated model, added to the dataset, and Stage 4 is repeated (self-play loop).

Really interesting paper…[https://arxiv.org/abs/2412.00154](https://arxiv.org/abs/2412.00154?fbclid=IwZXh0bgNhZW0CMTAAAR42JSsabNhhmnNUPMNDwJ_J9Ni-UTHQxfouxL9rQsTpEAg1qh8yEELRMVMnDA_aem_lyVch59Ojf5jC5w93J0mXw)

**Mike’s Daily Paper – 11.04.25  
 Arithmetic Without Algorithms: Language Models Solve Math with a Bag of Heuristics**

I’ve previously reviewed a few papers on using language models to compute arithmetic expressions involving standard mathematical operations like addition, multiplication, and so on. Personally, I think language models aren’t naturally suited for these tasks (after all, we have calculators, Python, and such for that), but the research in this area is still fascinating. And there’s another reason I chose this paper — it was written by Israeli researchers, and I always enjoy highlighting local work.

As the title suggests, the paper investigates what happens inside a transformer model when it’s given an arithmetic task. Specifically, the authors attempt to locate the so-called computational circuit (or just circuit for brevity) within the transformer — that is, the components that actually perform the “necessary calculations” for such tasks. As you may recall, a transformer block consists of two main layers (plus normalization layers): a multi-head attention mechanism (MHA) and an MLP layer made up of two linear transformations with a nonlinearity in between. The computational circuit is composed of specific neurons in the MHA or MLP layers.

To identify this circuit, the authors use activation patching, replacing activations of certain neurons within the transformer to estimate the importance of each MLP layer and attention head at every input position (in this case, arithmetic prompts). How does it work? They take a specific arithmetic prompt (e.g., “226 − 68 =”) and a random counterfactual prompt that leads to a different answer (e.g., “21 + 17 =”). After computing the model’s activations for the counterfactual prompt, they feed the original prompt into the model.

At this point, they intervene in the computation (patching) by replacing the activation of a single MLP layer or attention head with the precomputed activation from the counterfactual prompt. Then they observe how this intervention affects the probabilities of the two possible answer tokens (the correct one and the counterfactual one). A specific formula is used to quantify the change in token probabilities. Once the circuits are identified, the authors evaluate their function by replacing all other activations in the model with average activations across a large dataset of arithmetic prompts — leaving only the computational path intact. They show that this replacement has almost no effect on the logits of the correct answer.

After identifying these circuits, the authors try to interpret their arithmetic meaning - and the result is quite interesting. It turns out these circuits operate as heuristics that help the model solve math problems. For example, some neurons estimate whether the result is in the range [150, 180], or whether it's divisible by 5. Combining these heuristics enables the model to solve relatively simple arithmetic tasks — especially those that don’t involve very large numbers. This helps explain why LLMs often struggle with arithmetic over larger values.

There are a few additional insights: most of the critical components of the circuits are found in the MLP layers rather than in the attention heads. Another interesting finding is that the model tends to “converge” on the correct answer quite early — it can be extracted from intermediate layers using just a linear head.

<https://arxiv.org/abs/2410.21272>

**Mike’s Daily Paper – 13.04.25  
ONE STEP DIFFUSION VIA SHORTCUT MODELS**

This paper presents an interesting approach to training generative diffusion models — an enhancement of the Flow Matching (FM) technique, which has become the leading method for training diffusion models. Essentially, the paper trains a model to estimate a trajectory (typically a straight line, which is the simplest path, though other works have used more complex ones) between a simple Gaussian distribution and the data distribution (images, video, or audio). The main claim is that using this method, one can generate data in just a single iteration.

The model is trained to generate a velocity (i.e., a gradient) along this trajectory at every time point t, where t represents the noise level which goes from pure noise (t = 0) to data point (t = 1). Once this velocity is estimated, a data sample can be generated by numerically solving an ODE, plugging in the predicted velocity along the way. For a linear trajectory, this velocity is constant (as it’s the derivative of a straight line). However, this linear assumption sometimes fails in practice as the resulting trajectories can be nonlinear and complex, which leads to poor sample quality.

To improve this, the paper suggests replacing straight-line paths with piecewise linear trajectories, essentially a type of linear spline rather than forcing the model to always follow a global straight path. The displacement of a data point within each small segment depends only on the current point x\_t, the timestep t, and the spline granularity d (I'll expand on that later). These short segments are referred to as shortcuts in the paper. The model is trained to estimate them using a consistency loss, which encourages the model to behave “consistently” across consecutive shortcut segments. This loss is derived from a simple combination of the update rules for two adjacent shortcut steps.

Then, the authors combine this consistency loss with the standard FM loss (computed along the straight trajectory). Since the shortcut path can be constructed with different granularities, i.e., varying numbers of linear sub-segments; the training leverages this by training the model across multiple resolutions. Given a timestep t (noise level), a noisy input sample, and a spline granularity d, the model is trained to predict the data point shift over the next segment (and there are d such steps total). Then, an ODE is solved to move the point accordingly. That new point is again passed through the model to predict the next shift. The consistency loss is then applied across two such consecutive shifts.

Overall, a really interesting and well-written paper, I highly recommend reading it!

<https://arxiv.org/abs/2410.12557>

**Mike’s Daily Paper – 14.04.25  
Draft Model Knows When to Stop: A Self-Verification Length Policy for Speculative Decoding**

**T**his paper caught my eye at first glance because of the phrase *"Speculative Decoding"* or SD for short — something very close to my heart. I even prepared a fairly comprehensive presentation on it, which I present in various forums. SD allows increasing the text generation rate of a language model by combining the target model with a smaller, faster (and of course weaker) model. The small model autoregressively generates a few tokens, and the target model then uses these tokens to predict its next tokens *in parallel*. This can significantly boost the sampling rate of the large model.

The method leverages the fact that the bottleneck in the generation process is data transfer between the different types of GPU memory (in particular, the large and slow HBM vs. the fast SRAM located close to the compute units). SD performs a fast prediction with the small model, followed by parallel prediction with the large model, using the tokens generated by the small model.

But there’s a catch, of course: in order to sample from the same token distribution as the large model (while using the small model’s predictions), we need to perform something akin to rejection sampling (RS).

To recap: RS allows sampling from an easy-to-sample distribution fff in order to produce samples from a different, harder-to-sample distribution ggg. We sample a point xxx from fff, and accept it with probability equal to the ratio g(x) / f(x) (if the ratio is greater than 1, the point is always accepted). One can prove that the accepted samples follow the desired distribution ggg.

So in our SD case, we do something similar for tokens generated by the small model. In the second phase (parallel sampling with the large model), for each token produced by the small model, we compute the ratio of the probabilities assigned by both models and accept the small model’s token with probability equal to that ratio. As soon as the first token is rejected, the large model resumes generating from that point, and the small model is used again to produce the next speculative tokens. By the way, even the accepted tokens are reweighted — they're generated based on a mixture of the small and large model distributions.

As you might’ve guessed, *controlling the acceptance rate* of the small model’s tokens is very important — ideally, we’d only generate tokens that will be accepted. This paper proposes a method to improve the acceptance rate.

It shows that the average acceptance rate (pretty straightforward) equals 1 minus the total variation distance (TVD) between the conditional distributions of the two models (given context). Luckily, we have access to a not-so-well-known inequality that provides a lower bound on the TVD using the difference between the cross-entropy of the two models’ distributions (for a given token given context) and the entropy of the small model.

But of course, we can’t compute the cross-entropy between these distributions during the large model sampling phase — because we sample all tokens simultaneously and don’t know the conditional distribution for each token in advance. So, the paper estimates this cross-entropy using a time-averaged estimate: a constant (slightly greater than 1) times the entropy of the small model’s token. Once we have this cross-entropy, we can estimate the acceptance rate for each small-model token *before* sampling with the large model. This allows us to set the number of speculative tokens to generate — we just keep generating until the estimated acceptance rate drops below a certain threshold.

Nice idea overall, but I think the choice of the constant in the final step isn’t optimal, and I hope to see future work that improves this aspect of the method.

https://arxiv.org/abs/2411.18462

**Mike’s Daily Paper: 15.04.25  
 Classifier-Free Guidance inside the Attraction Basin May Cause Memorization**

Back to diffusion models! This time, we’re looking at a relatively lightweight paper (at least compared to the average diffusion model paper). It proposes a method for preventing memorization by diffusion models. Memorization here can be viewed as a form of mode collapse (throwback to the GAN era), where the model generates very similar images (often resembling the training set) from different latent inputs, usually sampled from a simple distribution like a standard Gaussian.

This phenomenon tends to appear most often in conditional diffusion models — the ones that generate images based on a text description (i.e., a prompt). In these cases, memorization occurs when, no matter what Gaussian noise you start with, the model ends up generating nearly identical images. This paper digs into the root cause of this behavior and concludes that it stems from the use of a popular technique called Classifier-Free Guidance (CFG).

CFG is intended to “pull” the generated image closer to the semantic meaning of the prompt — in other words, to make the image more aligned with the given description. As you probably know, diffusion models generate images by gradually denoising from pure noise (typically Gaussian), in an iterative process. In each iteration, the model predicts the noise to be removed, given a noisy image and the timestep *t* (which is also part of the model's input).

CFG works by nudging the image toward the prompt using a weighted difference between two noise predictions: one from a conditional model (with the prompt) and one from an unconditional model (no prompt). This shifts the generated image away from the “average” unconditional result, and brings it semantically closer to the prompt. However, as the authors point out, CFG can pull the image too strongly toward the prompt — which can lead to memorization. Interestingly, they found that if you delay the use of CFG until later iterations (i.e., after some noise has already been removed), the memorization effect almost disappears.

Why? Because the norm of the conditional noise vector is much larger than that of the unconditional one in early denoising steps, but the two norms start to converge around the middle of the backward process.

So what’s the proposed solution?Run early denoising without CFG and then activate CFG in later iterations — once the conditional and unconditional noise norms begin to align. How do you know when to switch on CFG? Simple: when the gap between the two noise norms starts shrinking. That’s the core idea of the paper.

There’s also a solid set of mathematical definitions around what constitutes memorization (which I personally love), but if you’re not into the math, this summary should give you a good high-level understanding.

Paper link:<https://arxiv.org/abs/2411.16738>

<https://arxiv.org/abs/2411.16738>

**Mike’s Daily Paper: 17.04.25  
Memorization to Generalization: The Emergence of Diffusion Models from Associative Memory**

Okay, continuing with a deep theoretical Paper on generative diffusion models. The central contribution of this paper is a precise reinterpretation of diffusion models as stochastic, overparameterized associative memory systems, particularly those that share structure with modern Hopfield networks. The core insight is that the behavior of diffusion models across varying data regimes — specifically the transition from memorization to generalization — mirrors the dynamics of Hopfield-type networks as they move past their critical memory capacity.

In classical associative memory models like Hopfield networks, the energy landscape is shaped by the patterns stored in memory. When the number of stored patterns is below the theoretical storage limit, each memory corresponds to a stable fixed point — an attractor — in this energy surface. As the number of stored patterns approaches the capacity limit, interference between patterns leads to the emergence of spurious attractors. These are stable points not corresponding to any training pattern, but often lying close to linear combinations or interpolations of the stored set.

This paper observes that diffusion models — which learn a time-indexed score function for denoising — implicitly define an energy functional over data space at each time step. Specifically, the score function learned during training can be interpreted as the gradient of the negative log-probability of the data at that time step, which aligns with the gradient of an energy-based model. When written out, this energy turns out to have the same structure as that of modern Hopfield networks with softmax-based energy functions, including a similarity-based aggregation over the training samples. In other words, diffusion models define a learned energy landscape that attracts samples toward training data — and potentially toward spurious attractors when the model cannot exactly memorize due to data overload.

What makes the connection non-trivial is that this structure is not imposed manually — it *emerges* from the training objective of the diffusion model. The denoising score-matching loss, which trains the model to reverse a stochastic corruption process, ends up instantiating an energy surface with attractor-like properties.

Now, as the training dataset size increases, the nature of the learned attractors changes. In the small-data regime, the score function learned by the diffusion model has high precision and confidence near training examples, and the generated outputs tend to be direct or near-exact copies — evidence of pure memorization. The model's score landscape is steep and concentrated, and the attractor basins are narrow and centered directly on the training samples.

As the training data size increases, the model can no longer dedicate a distinct, isolated basin to each sample. The energy surface begins to interpolate. Spurious attractors emerge — regions in latent space that do not correspond to any training example, but still act as local minima. These spurious regions reflect structural overlap between training patterns. Unlike memorized samples, spurious samples are supported by the synthetic distribution learned by the model but do not occur in the training data themselves.

The authors quantify this with three theoretical constructs:

* **Memorization capacity**: the maximum training set size for which the model primarily reproduces training data with high probability.
* **Spurious capacity**: the size at which the model most frequently produces samples that lie outside the training set but still within the model’s learned distribution — these are not fully generalized yet.
* **Generalization capacity**: the minimum training set size after which the model begins producing samples that are dissimilar to both the training and previously generated samples — this marks true generalization.

The transition between these regimes is not smooth but exhibits phase-transition-like behavior. Empirically, the fraction of memorized samples drops sharply, the fraction of spurious samples peaks, and then drops as generalization takes over. These transitions are detected using nearest-neighbor based metrics that measure whether a generated sample matches training data (memorization), matches synthetic but not training data (spurious), or matches neither (generalized).

Crucially, the model does not simply interpolate between samples due to overfitting noise — the interpolation is a function of structural interactions in the score landscape. The spurious attractors are formed by the aggregation of contributions from many training samples under the softmax dynamics of the score function. This is functionally identical to how modern Hopfield networks form spurious attractors when the overlap between stored patterns increases beyond a certain threshold.

Thus, the key contribution is a rigorous theoretical bridge: **diffusion models operate as associative memory systems that exhibit a well-defined phase transition from pattern recall to generative abstraction**. This transition is mediated by the collapse and recombination of energy attractors in the score space, governed by data distribution complexity, training set size, and model capacity.

The work doesn't merely draw analogy — it aligns the functional components of denoising score matching, softmax aggregation, and attractor dynamics into a cohesive interpretation. It frames generalization in diffusion models not as emergent from architectural inductive bias alone, but as a result of distributed attractor interference — a direct consequence of overloading the energy surface defined implicitly by the training dynamics.

<https://openreview.net/forum?id=zVMMaVy2BY>

**Mike’s Daily Paper: 19.04.25  
Critical Tokens Matter: Token-Level Contrastive Estimation Enhances LLM’s Reasoning Capability**

A fairly interesting paper focused on improving the reasoning capabilities of language models for questions that have clear, deterministic answers—such as math problems or coding tasks where correctness can be verified through a comprehensive test suite.

The authors introduce the concept of a critical token—a token that effectively serves as a signal for whether the model is likely to produce a correct or incorrect answer to a given question.

They observed that within incorrect reasoning paths, certain tokens almost always lead to wrong answers. These tokens tend to disrupt logical flow, distort dependencies, or introduce computational errors, thereby significantly affecting the final result. Unlike other tokens that may have a negligible effect on inference, these critical tokens act as failure points. Identifying them is crucial: avoiding or correcting them can often lead to a correct result—even along an otherwise incorrect reasoning path.

The paper proposes a method for identifying such tokens. A token is deemed critical if all reasoning paths that begin with it result in incorrect answers, and for all following tokens, 95% of the paths that start from them also end up incorrect. Note that some tokens may appear later in the sequence, after the critical token, and not all of their reasoning paths include that critical token—so it’s entirely possible that some of these later tokens still lead to correct answers.

The authors conduct several checks to ensure that the tokens they've identified are truly critical in practice.

Next, the paper develops an RLHF-style alignment method, centered around minimizing the likelihood of generating critical tokens (since they are associated with errors). To do this, they fine-tune two separate models: one that generates correct answers, and another that intentionally generates incorrect answers (yes, you read that correctly).

They then formulate a method for estimating how likely a token is to be critical, given a prompt and the preceding answer tokens. This is done via a formula that computes the difference in weighted likelihoods (conditioned) of the token between the correct-answer model and the incorrect-answer model. This estimate is low for tokens appearing in correct answers, and high for tokens likely to appear in incorrect ones.

In the final stage, they fine-tune the model using DPO (Direct Preference Optimization) over pairs of prompts with correct and incorrect responses. To reduce the chance of critical token generation, they modify the DPO loss term associated with the incorrect answer: they multiply it by the negative likelihood that a token is critical. Since this adjustment operates at the token level, the DPO process in this work is token-level, rather than sample-level as in the original formulation.  
  
<https://arxiv.org/abs/2411.19943>

**Mike’s Daily Paper: 21.04.25  
Normalizing Flows are Capable Generative Models**

I chose this paper for review because it includes a collection of methods and approaches that are rare to encounter in today’s deep learning literature. The second reason is the presence of a generative method called Normalizing Flows (NF for short). Like GANs and VAEs, this method lost—by knockout—to diffusion models in the battle for dominance in generative modeling. Still, it’s a very interesting approach with a precise mathematical formulation and an intuitive core.

So, the authors are trying to bring it back into relevance, proposing an NF-based approach augmented with a few mathematical tools from the diffusion models world, plus a neat trick known as Tweedie’s formula.

Let’s start with: what is NF? NF is a training method for generative models that learns a one-to-one mapping between a simple distribution (like a standard Gaussian) and the data distribution (say, a dataset of images). Since the mapping is bijective, it’s invertible, meaning that for any given data point we can easily compute its likelihood under the NF model — just apply the inverse mapping and evaluate the resulting point under the simple distribution. Naturally, the dimension of the latent space (defined by the simple distribution) matches the data space.

Most NF models are built as a composition of simple, bijective mappings that act on subsets of the data dimensions (the rest are left unchanged). For images, for example, each such atomic transformation acts on a small set of pixels. Typically, these mappings are constructed from learned upper-triangular matrices (with nonlinear functions), as these matrices are invertible and their inverses are easy to compute — a big advantage when calculating data likelihoods. Additionally, each such matrix is structured as a residual connection, i.e., it's a sum of the original values and their transformed counterparts.

The paper builds an NF model using this structure, but also proposes several additions. The first is training the model on noised data — that is, adding a bit of Gaussian noise to the training data. According to the authors, this increases the model's robustness (which makes intuitive sense). But to ensure that the model doesn't generate noisy samples as a result, they apply Tweedie’s formula to denoise the output. This formula estimates the *expectation* of clean data given noisy observations, using samples from the noisy distribution and the gradient of the log-probability of the noisy data, scaled by its variance. That’s how they get clean samples, even after training on noised data.

The last thing the paper introduces is Classifier Guidance, a well-known technique in diffusion-based generative models. Classifier guidance steers the sampling process using an external classifier. Instead of sampling based solely on noise, the model incorporates the gradient of the classifier’s probability for a desired label — increasing the chance that the final sample belongs to a specific class. It’s also possible to do this without a classifier — in that case, the sampling is nudged in the opposite direction of the unconditional model’s predictions. The authors found a pretty intuitive way to inject this idea into the NF training: essentially shifting the sample after each NF transformation step.

A fun, though not trivial, paper — especially if you try to dive into the math. But hopefully I’ve captured the core ideas clearly.

<https://arxiv.org/abs/2412.06329>

**Mike’s Daily Paper: 23.04.25**  
**The Broader Spectrum of In-Context Learning**

### **Rethinking In-Context Learning: From a Narrow Definition to a Broad Capability**

The authors suggest a major shift in how we think about in-context learning (ICL). Instead of seeing it as just the model’s ability to learn from a few examples (few-shot learning), they define it as a broader ability to adapt to context — something that naturally emerges during pretraining on structured data.

At the core of this idea is a simple rule: if a model gets better at predicting the next word because of earlier words in the same sequence, that’s ICL. This applies not just to few-shot learning, but also to things like coreference resolution (e.g., figuring out who “she” refers to), grammar rules, or staying on topic.

The authors describe two layers of this learning:

* **Outer loop**: During training, the model sees sequences that often have patterns (like question-answer pairs, lists, stories, or instructions). These patterns define “tasks” the model learns from.
* **Inner loop**: At inference time, the model adjusts its behavior based on the current context, using just its internal activations — no gradient updates needed.

This view shows that ICL isn’t just about copying examples. It’s about using clues in the context to understand what kind of task is happening and how to act accordingly — similar to how meta-learning works in other domains.

**Types of In-Context Learning Beyond the Usual Few-Shot Setup**

Many model behaviors that seemed like tricks actually turn out to be examples of ICL. The authors identify six key forms:

#### **Instructional ICL**

Instead of showing examples, you just tell the model what to do (“Translate English to French”), and it figures it out. The model learns to turn plain language instructions into behavior, even for new tasks.

#### **Role-based ICL**

If you tell the model, “You are a brilliant French translator,” it changes how it responds. The model picks up on these role hints based on patterns it learned from text with different personas (e.g., Wikipedia bios, stories, conversations).

#### **Explanation-augmented ICL**

Adding explanations after examples helps the model improve — especially when questions are hard. Explanations help the model focus on the important structure of the task, not just surface patterns.

#### **2.4 Unsupervised ICL**

Even when the model sees input examples with no answers, it sometimes still improves. That’s because it recognizes familiar formats (like quiz questions or math problems) and guesses what kind of task it’s seeing.

#### **2.5 Time Series ICL**

The model can pick up patterns in time series (like sequences of numbers), even when no examples are labeled. It can combine trends like cycles and linear growth, just from observing the sequence. This shows the model can learn underlying dynamics from context.

#### **2.6 Meta-ICL**

When the model sees several different tasks in a row (each with its own examples), it gets better at later ones. This means it’s not just learning tasks — it’s learning how to learn tasks, using layers of internal representation.

**3. How ICL Emerges from Natural Language Patterns**

The authors argue that ICL develops naturally from the types of patterns found in language — not from specific labels or training tricks.

#### **3.1 Coreference Resolution**

To figure out who “she” refers to in a sentence like “Alice lifts weights. She goes to the gym,” the model must track identity and gender across sentences. Harder cases (like Winograd examples) require logic and real-world knowledge.

#### **3.2 Parallel Structure**

When the model sees repeated formats (e.g., “Alex likes cats. Jordan likes dogs.”), it can generalize a pattern or rule. This is similar to few-shot learning, but it happens in natural text.

#### **3.3 Word-Sense Disambiguation**

For a word like “bank,” the model uses context to decide if it refers to a river or a financial institution. This is a kind of light classification using only context clues.

#### **3.4 Syntactic Agreement**

Even older models could learn to match verbs with subjects (“The dogs run”, not “The dogs runs”). This is another example of ICL — learning grammar rules from context.

#### **3.5 Topic Modeling**

In long texts, the model shifts its vocabulary based on the topic — even if the topic isn’t explicitly stated. This shows that it tracks topic continuity using context, though this form of ICL is more implicit.

**4. How ICL Generalizes in Different Ways**

The authors identify three key ways to test how well a model generalizes its in-context learning:

#### **4.1 Generalization in What Is Learned**

Can the model learn something truly new from the context, like a novel rule or category it hasn’t seen before? This is the difference between retrieving known patterns and doing actual meta-learning.

#### **4.2 Generalization Across Formats**

Can the model learn the same task if it’s shown in different forms — as examples, instructions, diagrams, code, or analogies? This tests how abstract and flexible the model’s internal representations are.

#### **4.3 Generalization in How It's Used**

Can the model apply what it learned to a new domain (like using a number-based rule on words)? Can it explain the rule or write it as code? This pushes toward symbolic reasoning — using abstract understanding, not just surface patterns.

**Conclusion**

This paper challenges the narrow view of ICL as just few-shot function learning. Instead, the authors present ICL as a broad, flexible behavior that naturally emerges from language model training. It includes many kinds of learning from context — from role conditioning to task inference, topic tracking, and more. By treating ICL as a spectrum of learned behaviors, not a single mechanism, the paper lays the foundation for better benchmarks, deeper evaluations, and a more complete theory of how models generalize. It doesn’t just expand the definition of ICL — it redefines it.

<https://arxiv.org/abs/2412.03782>

**Mike’s Daily Paper: 26.04.25** **Multimodal Latent Language Modeling with Next-Token Diffusion**

Today is Saturday, and today’s review will be lighter and fairly short. The focus is on multimodal generative models capable of "understanding" and generating data from multiple modalities — meaning text, images, audio, and similar types. The paper essentially connects latent generative models for textual data with those for more continuous data (even though that data, too, is discretized). The authors achieve this by training generative diffusion models for different types of data in the latent space. In other words, the model is trained to generate latent representations both for textual data and for other types of data, like images and audio.

Unlike many other works, the authors do not only train the multimodal generative model itself but also train an embedding model responsible for producing latent representations for each modality. Typically, in diffusion models, the embedding model is based on a VAE (Variational Autoencoder). However, the authors propose a slight but important modification to the standard VAE: instead of having the encoder generate both a mean vector and a variance vector for the latent representation, it generates only the mean vector. The variances are then sampled from a fixed Gaussian distribution with a predefined variance (a hyperparameter). According to the authors, this change prevents the collapse (i.e., zeroing out) of the variance vector generated by the encoder, a problem that would otherwise harm the diversity of the generated images.

The training process extends beyond just text. The authors also train a VAE for non-textual data such as images and audio. These are divided into tokens — image patches for images and time segments for audio — and fed to the model as sequential data. It’s important to note that the model treats data from every modality as sequential data. For text and audio, this is very natural since they have a clear inherent order. For images, although there is no strict natural sequence, one can still impose different orders (for example, left-to-right and top-to-bottom, or even right-to-left and bottom-to-top). This flexibility in sequencing image patches is an interesting design decision.

The diffusion model for non-textual data is trained to denoise a noisy latent representation given its context (all models in the paper are, of course, autoregressive). After the denoising step, the clean latent vector is fed into the VAE decoder in order to reconstruct the original data, with the overall training objective being to reconstruct the data as accurately as possible. For textual data, the noise is applied directly to the token embeddings, and a diffusion model is trained to recover them. Moreover, for textual data, a separate linear layer is trained to map the latent vector back into the token space (essentially, producing a softmax distribution over the vocabulary). It’s worth noting that the diffusion models are trained jointly with the VAE components — both encoder and decoder — which creates a tightly coupled and efficient training procedure.

Finally, to clearly separate textual from non-textual data during generation, the authors introduce special tokens that act as separators between different modalities. This allows the model to better understand the modality it is working with at each point during generation.

<https://arxiv.org/abs/2412.08635>

**Mike’s Daily Paper: 28.04.25** **Around the World in 80 Timesteps: A Generative Approach to Global Visual Geolocation**

Today’s paper review covers something a little different — and honestly, refreshing. It’s not every day (or even every month) that I get to dive into a paper that applies machine learning models to geographic tasks. Yes, you read that correctly: the powerful deep learning tools we’ve developed over the last decade are finding their way into geolocation problems too.

The task tackled here is deceptively simple: given an image, predict the location on Earth where it was taken. Formally, for a given input image, the model must output the corresponding Earth coordinates. Since the Earth is a sphere (or at least a good enough approximation for machine learning purposes), the location can be conveniently represented as a point on a sphere, often parameterized by two numbers.

The authors approach this as a generative modeling problem. Specifically, they train a **diffusion model** that takes an image as input and produces the geographic coordinates as output. Now, remember how diffusion models work: they are trained to gradually denoise data — meaning that, at each step, given a slightly noisier version of a sample and the current timestep, the model predicts the noise that must be subtracted to move back to a cleaner version of the sample. Over the course of many such steps, starting from pure noise, the model progressively reconstructs clean data. This basic principle is what powers many state-of-the-art generative models today.

However, the landscape has evolved. Recent diffusion models are increasingly based on an idea called **Flow Matching (FM)**. In Flow Matching, instead of modeling the score (the gradient of the log-density), the model directly learns a **velocity field** — a time-dependent function that tells you how to move a point over time from the noise distribution toward the data distribution. Essentially, you supervise the model to predict the velocity required to transport noisy samples back to clean data along an idealized path. Some models keep this velocity constant across time; others, like the one in this paper, allow it to vary with the timestep ttt. Training becomes a regression problem: predict the correct velocity given a noisy sample and a time t. Once trained, sampling (inference) is performed by solving an **ordinary differential equation (ODE)** whose dynamics are governed by the learned velocity.

Now, if you’re working with pixel data (where each pixel is a number between, say, −1 and 1), it’s standard to define your noise as Gaussian. But in this paper’s setup, the data isn’t living in flat Euclidean space — it’s living on the surface of a sphere. And if you want to stay faithful to the geometry, you can’t just add Gaussian noise arbitrarily: you have to ensure that your noisy samples remain on the sphere at every timestep. This requirement brings us into the domain of **Riemannian geometry**. Instead of simple additive noise, the model perturbs data by **rotating** it - that is, moving it along the tangent space of the sphere, which represents all the directions you can locally travel without "falling off" the sphere.

This geometric constraint fundamentally changes how noise is applied and how the velocity field is defined. The simple derivative of x\_t​ with respect to t used in Euclidean settings no longer suffices; instead, the velocity must be defined using operations that respect the spherical manifold structure. Additionally, when starting the inference process, the initial "pure noise" samples are drawn **uniformly** from the surface of the sphere - which, while conceptually simple, is actually not entirely trivial to implement correctly from a mathematical standpoint.

Despite all these adaptations, the core learning goal remains unchanged: the model is trained to estimate the correct velocity at each timestep t, given a noisy geographic coordinate associated with a given image. The image itself is processed through a **frozen encoder** — meaning an encoder whose weights are not updated during the diffusion training — and the resulting embedding conditions the diffusion model throughout generation.

Overall, this is a very cool and thought-provoking paper. It's a great reminder that when generative modeling meets non-Euclidean geometry, new challenges - and opportunities - emerge. Anyone comfortable with (or interested in) Riemannian geometry will find a lot to enjoy in the details. Highly recommended!

https://arxiv.org/pdf/2412.06781

### **Mike’s Daily Paper – April 30, 2025 THE COMPLEXITY DYNAMICS OF GROKKING**

This is one of the strongest and most profound papers I’ve read recently. And no — it didn’t train a model that achieved state-of-the-art results across benchmarks, nor did it propose a new architecture or training method. What the authors set out to do is explain a phenomenon called grokking through the lens of compression; both compression of data and compression of models.

This topic is a bit dense, so I’ll try to explain it step-by-step in a simplified way.

### **What Is Grokking?**

Grokking is a phenomenon that happens during neural network training when we continue training well after reaching the validation loss minimum. At first, as expected, the model enters an overfitting phase, and validation loss increases. But then something strange happens: At a certain point, validation loss begins to decrease again, suggesting the model is transitioning from memorization to generalization. In simple terms, the model actually "gets" the problem.

This typically occurs in overparameterized models, where the number of trainable parameters is much larger than what is theoretically needed to fit the dataset (There’s a more precise mathematical explanation, but it involves nontrivial complexity theory and isn't needed for this overview). Grokking is related to the [double descent](https://en.wikipedia.org/wiki/Double_descent) phenomenon and also to the [lottery ticket hypothesis](https://arxiv.org/abs/1803.03635) line of research. Interestingly, if you continue training, the validation loss keeps dropping, it doesn't stop, meaning the loss converges toward zero.

**So What Does This Have to Do With Compression?**

To explain this, we need to introduce two key concepts: The first is called the Minimum Description Length (MDL) principle. This principle says that if we want to optimally compress a dataset using a model, we need to minimize the sum of two terms:

* The entropy of the dataset *after being passed through the model*, and
* The complexity of the model itself.

This idea builds directly on Shannon’s coding theorem, which says that the **l**ower the entropy of the data, the more effectively it can be compressed. Now, estimating the entropy of a dataset given a model is something we roughly know how to do. For classification tasks, for instance, you can simply use cross-entropy loss.

But estimating the complexity of a model is harder. We first need to define something called Kolmogorov Complexity (KC). The KC of a data string ddd is the length of the shortest computer program that outputs d. For example, a line of repeated 1s has low KC (it’s easy to describe), while a random sequence of 0s and 1s has high KC (it takes nearly as much space to describe as the data itself). Importantly, KC is not computable in general.

**Enter Rate–Distortion Theory**

Another important concept is the rate–distortion function r, which given some input x and distortion tolerance ε defines the minimum number of bits (or KC) required to describe some output y that is within ε distortion of x. Of course, the notion of “distortion” depends on the chosen distance metric. In the paper’s context x and y are models (represented by their weights) while x is a fully(regularly) trained model M and is: a coarse-grained version of M, denoted by CS.

A coarse-grained model is a simplified version of M, for example, through: Quantization, Pruning or Replacing weight matrices with low-rank approximations. Even regularized models can be seen as coarse-grained relative to an unregularized one. The distance function d(x,y) the authors use to compute r is the difference in loss between the full model and the coarse-grained one.

**Back to Grokking**

The paper’s main claim is that as training progresses, the model becomes increasingly compressible. That is: there exists a coarse-grained model CS that achieves nearly the same performance (within ε) as the original model M. And this happens precisely during the grokking phase. Moreover, at this point, the description length of the data (as compressed through the model) starts declining steadily — meaning the model is now encoding the dataset using a simpler, more compressible structure.

Why is this meaningful? Because the model is achieving low cross-entropy loss through compression. Its rate–distortion value is dropping — it's finding simpler explanations for the same data.

Hope I managed to explain this paper clearly — it’s one of those rare cases where theory, information compression, and deep learning dynamics come together to shed light on something truly counterintuitive.

<https://arxiv.org/abs/2412.09810>

**Mike’s Daily Paper – 02.05.25  
On Speeding Up Language Model Evaluation**

This paper tackles one of the most practical — yet rarely discussed — challenges in working with LLMs: how do you efficiently evaluate the performance of dozens or hundreds of prompts or models over large question sets without burning absurd amounts of compute?

Each evaluation run means invoking a heavy model — often with tens or hundreds of billions of parameters — on every example, for every prompt. When you’re looking at hundreds of prompts and thousands of examples, that’s hundreds of thousands of forward passes. And it’s not even training — it’s just evaluation, which somehow makes the inefficiency feel even more frustrating: we just want to know who's best, without paying the cost of running everything on everything.

The paper introduces two clever, adaptive algorithms that aim to solve exactly this.

The first, **UCB-E**, is based on the well-known **Upper Confidence Bound (UCB)** principle from multi-armed bandits. Instead of naively testing every method on every example, the algorithm builds an estimate of how good each method (say, model + prompt) is based on what’s been tested so far, and adds an “uncertainty bonus” — just like in Monte Carlo Tree Search — to encourage exploring under-tested options. That way, it doesn’t just exploit the top candidate, it also continues probing others that could surprise. Over time, it focuses evaluation budget only on methods worth knowing more about.

But the real innovation comes from the second algorithm: **UCB-E-LRF**.

Here, the authors make a much deeper observation: while the score matrix (methods × examples) might look like a huge, unstructured grid, in practice it has **latent structure**. Some examples are quite similar to others. Some methods behave in highly correlated ways. In other words, the matrix is approximately **low-rank** — it can be well-approximated using only a small subset of its entries.

The algorithm leverages this by starting with a small sample of real scores (say, 5% of the matrix), then training a **low-rank model**: each method and each example gets a vector embedding, and their dot product predicts the expected score. This lets the system infer the *entire rest* of the matrix without explicitly computing it — just like classic recommendation systems that used low-rank matrix factorization. Better yet, it also estimates the uncertainty of each prediction. In each round, it decides where to spend the next evaluation: either where the uncertainty is highest, or where it might discover the best method. The system gradually learns the true structure of the problem, and focuses compute exactly where it could impact the final ranking.

This approach makes smart use of structure in the data, generalizes beyond observed scores, and remains fully **adaptive** — it doesn’t assume upfront which method will win. Most importantly, it can save **85–95%** of the runs you’d need in a naïve setup. In LLM terms, that’s the difference between a system you can run on a local GPU vs. one that costs thousands in cloud compute.

I was impressed by the combination of decision-theoretic tools (like UCB) and modern matrix approximation techniques (like factorization). It’s a great example of how far you can go when you connect ideas across fields.

Highly recommended!  
 <https://arxiv.org/abs/2407.06172>

**Mike’s Daily Paper: 04.05.25  
Do NOT Think That Much for 2+3=? On the Overthinking of o1-Like LLMs**

The paper presents a first-of-its-kind study focusing on a new phenomenon observed in advanced LLMs, termed "o1-like models" (such as OpenAI o1 and similar models). The core novelty of the paper lies in the identification, characterization, and proposal of solutions for the problem of "Overthinking" in these models.

To the best of my recollection, this paper (published at the end of December 2024) is the first to comprehensively define and analyze the "Overthinking" phenomenon in o1-like models. The phenomenon manifests as these models tending to allocate substantial computational resources (sometimes reflected in generating unnecessary tokens) even for very simple problems (like "2+3"). This involves generating long "Chains-of-Thought" (CoT) and numerous alternative solutions, often without improving the accuracy of the final answer.

The research empirically shows that later solutions in the chain-of-thought contribute very little to accuracy improvement (often, the correct answer appears in the first solution) and do not exhibit significant diversity in reasoning approaches (many solutions repeat the same approach). This phenomenon is particularly prominent in easy problems.

The authors define new efficiency metrics: The paper introduces two new efficiency metrics designed to quantify the rational use of computational resources by o1-like models, beyond conventional accuracy metrics:

* Outcome Efficiency: Measures the ratio between the minimum number of tokens required to reach the first correct answer and the total number of tokens generated. A low value indicates overthinking in terms of contribution to accuracy.
* Process Efficiency (ξP​): Measures the ratio between the number of tokens contributing to solution diversity (i.e., tokens belonging to solutions presenting a new approach) and the total number of tokens generated. A low value indicates repetitiveness and lack of diversity in solutions.

The paper explores innovative strategies to reduce overthinking, based on the Self-training paradigm and Preference Optimization techniques, without needing external information. The novelty lies in applying these methods to the specific problem of simplifying responses while preserving inference capabilities. The authors used techniques such as SFT, DPO, RPO, and SimPO to train the model to prefer shorter, more efficient responses (identified as such from multiple samples), using the longest response as a negative example (found to be more effective than the default response).

The authors developed several new methods for creating a more efficient training dataset by deliberately truncating long responses:

* First-Correct Solutions (FCS): Retains only the minimal part of the response up to the appearance of the first correct answer.
* FCS + Reflection (FCS+Reflection): Extends FCS to also include the second solution that reached the correct answer, aiming to preserve "long-thinking" capability efficiently.
* Greedily Diverse Solutions (GDS): A greedy expansion of the response by adding solutions only if they present a new and different perspective from their predecessors.

The proposed approach (combining SimPO with FCS+Reflection) succeeded in significantly reducing the number of generated tokens (e.g., a 48.6% reduction on MATH500) while maintaining and even slightly improving accuracy across various benchmarks with different difficulty levels (GSM8K, MATH500, GPQA, AIME).

Explanation of Concepts:

SimPO (Simple Preference Optimization): This is the training method used for fine-tuning the model. Its goal is to teach the model to prefer certain types of responses (in this case, more efficient ones) over others (less efficient). The paper found SimPO to be the most effective among the tested preference optimization methods.

FCS+Reflection (First-Correct Solutions + Reflection): This is the strategy used to create the training dataset for SimPO. In this method, the original model responses were taken and "simplified" by keeping only the minimal part of the response that led to the first correct answer (FCS), plus the second solution that arrived at the same correct answer (the Reflection part). The goal was to create "good" training examples that are both efficient (not too long) and retain the model's "long-thinking" or reflective capability.

Link to paper:<https://arxiv.org/abs/2412.21187>

**Mike’s Daily Paper: 06.05.25  
 Graph Generative Pre-trained Transformer**

We’re used to seeing language models trained in an unsupervised fashion (typically referred to as pretraining) on text. This paper extends the concept of generative model pretraining to graphs. Essentially, it converts a graph into a kind of text—that is, a one-dimensional sequence of tokens—and trains a transformer on that sequence. However, unlike text, a graph is inherently non-linear, and representing it as a sequence is not entirely trivial.

The approach chosen by the authors seems fairly intuitive: the graph is represented as a sequence of nodes and edges. Each node is represented as a pair consisting of its category (discrete) and its index. Each edge is represented as a triplet that includes the two nodes it connects and the edge type. The order of nodes can be arbitrary (i.e., invariant to permutation), but the node order is selected using a simple algorithm: first, pick the node with the lowest degree, and from its edges, choose the one that leads to the node with the smallest degree among its neighbors. Then remove this edge and repeat the process until all edges have been removed.

Once the graph is written as a sequence of nodes and edges (with a special token separating them), positional encoding (PE) is applied. The paper uses absolute positional encoding, where each node and edge is encoded based on its position in the sequence (the paper doesn't elaborate on the exact form of PE used). Then, training proceeds similarly to a language model—that is, autoregressive prediction: predicting the next token (node or edge) given the past tokens. In short, standard generative model training.

After pretraining, the paper proposes a rejection sampling-based fine-tuning approach. Suppose we want to generate graphs that meet a specific condition, and we had some such graphs during pretraining. We begin generating graphs and collect a dataset of those that satisfy the condition. Once enough are gathered, we fine-tune the model. This process—generation, filtering, and fine-tuning—is repeated.

The authors also propose a method for training with Proximal Policy Optimization (PPO) on graphs for a given reward function. The paper suggests combining the PPO loss, the critic loss (an estimate of the value function), and the original pretraining loss described earlier.

The paper is quite interesting, but one thing that concerns me about this approach is the invariance of this representation to permutations of the nodes. I believe this requires extremely intensive training over a massive number of node permutations, especially for large graphs. Otherwise, the node representations will be sensitive to order and not particularly effective.

<https://arxiv.org/abs/2501.01073>

**Mike’s Daily Paper: 08.05.25  
Memory Layers at Scale**

This paper caught my eye because it uses the word *“memory”* in the context of language models. Even today, when you interact with ChatGPT, Claude, or other models, you're not just speaking to a standalone language model—you’re interacting with a full system that already includes memory layers (often implemented as Retrieval-Augmented Generation or caches). This paper proposes a neural network layer that functions as a memory mechanism—allowing both storage and retrieval based on a query.

This memory layer is conceptually similar to a transformer block, but with a key difference: instead of attending to all vectors in memory, it retrieves only those relevant to a query vector q. In other words, rather than mixing over the entire memory, the model selects the top k vectors most similar to q. This mechanism resembles a Mixture of Experts (MoE), where only a subset of feedforward (FFN) submatrices are activated. The difference is that in MoE, the “experts” are predefined FFN submatrices, while in the proposed method, *any* combination of FFN columns can be selected dynamically.

Given a query vector q, the model selects the top k most similar vectors from memory. These are then combined with a value matrix V (the paper doesn’t detail exactly how—so I suspect it’s a standard dot product). The result is then multiplied by a learned matrix W₁ after applying the SiLU activation (which has become quite popular recently). That output is finally multiplied by another learned matrix W₂.

Because we want to store a large number of vectors in memory, computing all similarities with q can be computationally expensive. As is common nowadays, the authors *shard the memory* across multiple GPUs, compute similarities in parallel, and then merge the top results globally to select the most relevant memory vectors. Naturally, each GPU holds a smaller memory matrix, and the query vector q is also split into sub-vectors across GPUs.

This layer can be combined with transformer blocks in language models, but I see no reason it couldn’t also be integrated with other architectures like Mamba. A light, enjoyable read—and along the way, I discovered a neat trick for efficient retrieval from distributed GPU memory.

<https://arxiv.org/abs/2412.09764>

**Mike’s Daily Paper: 11.05.25** **EfficientQAT: Efficient Quantization-Aware Training for Large Language Models**

Quantization-Aware Training (QAT) is a technique where the model learns during training to cope with the quantization constraints that will be applied at inference time. These constraints typically involve lower-precision computations (e.g., INT8 instead of FP32). With QAT, the model is trained by simulating the quantization process throughout, so that at every training step, computations emulate reduced-precision data processing. While accurate representations are retained for gradient computations, a form of controlled noise is introduced via quantization and dequantization operations to simulate the model's post-quantization behavior. This gradually pushes the weights and activations to become robust to quantization errors.

Unlike post-training quantization (PTQ), which does not adjust the model’s parameters, QAT maintains performance much closer to the original full-precision model, even after converting to a quantized representation. Typically, fake quantization is used to simulate quantized operations within the computation graph, while retaining high-resolution gradients for backpropagation. This approach enables deployment of models on resource-constrained hardware like mobile and edge devices, without compromising prediction quality.

Quantization and dequantization in QAT rely on two key trainable parameters: the zero-point *z* (of the quantized representation) and a scaling factor *s* for a given target bit-width (say, 8-bit). The paper proposes two main innovations. First, training separate *s* and *z* parameters for each Transformer block (alongside its weights). That is, training starts with the first block and its corresponding *s* and *z*, which are then frozen before moving to the next block. Optionally, different *s* and *z* values can be trained for different layers within the block (e.g., attention and FFN).

The second innovation is full-model fine-tuning after the per-block phase. In this stage, *z* is kept fixed, and only the scaling factors s are updated.

That’s it — and yes, the paper reports performance improvements of course…  
<https://arxiv.org/abs/2407.11062>

Certainly — here is a stylistically refined version of your translated article, preserving the original meaning:

**Mike’s Daily Paper – 16.05.25  
 ICLR: In-Context Learning of Representations**

Language models are capable of much more than merely recalling facts or following instructions — they can adapt their internal representations based solely on context, without any change to their weights (in-context learning). The paper we’re looking at today demonstrates that language models can fully reorganize their internal semantic geometry using only a prompt, with weights held constant. And this isn’t some “surface-level” shift in output — it’s a deep restructuring of the model’s internal representational space, driven entirely by the structure of the context.

Pretraining builds stable semantic spaces in language models: synonyms cluster together, countries form geopolitical groupings, and days of the week appear arranged in a circle. But what happens when a prompt disrupts those relationships? Can the model generate entirely new meaning from context alone? That’s the core question explored in this paper. The authors deliberately strip away any pretrained semantic clues and compel the model to infer meaning solely from the structure of token sequences in the prompt — revealing a surprising ability to learn a new representational geometry during inference.

The experimental setup is as follows: they construct a graph where each node is a known token (a word like apple or train). A random walk on this graph produces token sequences that serve as prompts. The model is tasked with predicting the next node (token), even though the words themselves carry no direct semantic hints. For example, orange may be adjacent to train in the graph, yet far away (in terms of minimal path length) from pear.

To succeed in this task, the model must infer the graph structure and reorganize its token representations accordingly. The structure is encoded in the sampled token sequences — not in the individual words. When examining the internal activations across transformer layers, the researchers observe a fascinating dynamic: at first (with short sequences), the token representations still reflect the pretrained meanings. But as context length increases (longer sequences), a sudden transformation occurs: tokens that are nearby in the graph begin to converge in the representational space.

This is not a gradual shift but a sharp transition — a kind of phase change. Below a critical context length (i.e., a certain number of sampled sequences from the word graph), the original meanings dominate. Once that threshold is crossed, the model “commits” to the new structure and remaps its internal world according to the hidden structure in the prompt. This demonstrates that the model is not just memorizing token pairs. It isn’t merely retrieving the next word from memory — it’s constructing a consistent, comprehensive structure (starting from fairly early transformer layers) based on local patterns. One of the key arguments of the paper is that shallow changes relying on memorization alone cannot match the model’s performance or reproduce the emergent geometry.

Let’s unpack that further. Imagine building a graph where nodes represent words, and edge weights are distances between their representations in the model (say, in a specific transformer layer). It turns out this graph is spectrally isomorphic to the graph used to sample words for the prompt. In other words, if we compute the principal component (PC — essentially the dominant eigenvector) of the spectral representations (roughly a weighted adjacency matrix) for both graphs, they produce similar results.

Specifically, if we construct graphs where the distance between any two nodes (words) is defined by the distance between their values along the first PC dimension, the resulting structures are strikingly similar. That is, the adjacency matrices of the two graphs — one representing distances between the model's learned word representations, the other being the original proximity graph from which prompts are sampled — are closely aligned. This is remarkable. It shows that the model’s internal representations are genuinely learning the core structure of the proximity graph embedded in the prompt.

The authors found another intriguing phenomenon: when using words with strong pretrained semantic meaning (like days of the week), the model doesn’t erase that prior knowledge. Instead, it retains the original proximity structure in the leading principal components of the representational space, while embedding the new prompt-induced structure in subsequent (but still meaningful) dimensions. This enables the model to simultaneously hold both the original and the new meanings — by geometrically separating them into different subspaces.

The authors compare this transition to percolation in physics: local connections accumulate until a critical threshold is crossed, at which point a global pattern abruptly emerges. Here, it’s the length of context, not the size of the model, that dictates the emergence of the new structure. As the prompt length increases, the internal structure becomes increasingly predictable — until a sudden jump occurs. This research shifts our understanding of in-context learning. It shows that models don’t just alter their outputs in response to context — they reconstruct their inner world to match the structure implied by it.

<https://arxiv.org/abs/2501.00070>

**Mike’s Daily Paper: 2025-05-17** **ZEROSEARCH: Incentivize the Search Capability of LLMs without Searching**

The ZEROSEARCH paper introduces a new method for training the search capabilities of large language models using reinforcement learning (RL), without relying on actual search engines. Instead of querying Google or any external API, they train a smaller language model to act as a *simulated* search engine, providing either relevant or noisy documents as needed.

The simulated model is fine-tuned(SFT) on query-answer pairs taken from real interactions with a search engine. Documents that led to correct answers are marked as positive, and others as negative (BTW, this is quite original, since such training on positive-negative pairs is usually done using RL rather than supervised fine-tuning). To support this training(SFT), the original question and correct answer are embedded into the prompt, allowing the model to learn deeper semantic connections and better control the quality of the returned results.

During RL training, the main model generates search queries, receives documents from the simulated model, and performs reasoning to produce an answer.

To enhance reasoning skills, they introduce a *curriculum learning* mechanism: the quality of documents gradually decreases over training, forcing the model to handle partial or incorrect information. Training is done using algorithms like PPO and GRPO, which are fairly standard.

The result: a system that matches—or even surpasses—the performance of models that rely on Google, with no API costs and full control over the information quality.

A nice paper on how to search without searching using LLMs.

<https://arxiv.org/abs/2505.04588>

**Mike’s Daily Paper – 24.05.25  
rStar-Math: Small LLMs Can Master Math Reasoning with Self-Evolved Deep Thinking**

It’s been a few days since my last paper review, but I couldn’t skip one on my birthday — even with the insane workload. Today, I’m covering a pretty interesting paper that came out four months ago. It combines fine-tuning a language model for mathematical tasks using **MCTS** which is short for **Monte Carlo Tree Search**. Most of you probably know MCTS from the famous DeepMind projects *AlphaGo* and *AlphaZero*, which trained models to play the game Go. Worth noting: AlphaZero learned to play entirely by playing against itself, without any prior knowledge of Go. The models developed were so powerful that one of them led the world champion in Go to retire (can’t recall which version exactly). The mathematical core behind these models? MCTS.

So, what is MCTS? It’s a search algorithm primarily used in games(before 2024) to make optimal decisions. It builds a decision tree by running numerous random simulations from the current state and evaluates the quality of possible moves. It then picks the move with the best average outcome over those simulations. The algorithm cleverly balances between exploring new moves (which may turn out to be efficient) and exploiting moves already proven effective in past simulations i.e., moves that usually lead to a win.

This process is repeated iteratively: in each iteration, the tree is expanded, and the quality scores of the moves are updated until a final decision is made. The four main steps in each iteration are: **selection** (choosing the next node), **expansion** (growing the tree), **simulation** (playing out the game), and **backpropagation** (updating node values back to the root). MCTS succeeds because it efficiently focuses on the most promising regions of the search tree, even when the search space is massive. In the end, given a game trajectory (a path in the tree), the model selects the node with the highest win probability.

But how does this relate to language models? The answer: **autoregressiveness**. Language models, like Go players, generate token-by-token namely step-by-step. The big idea in applying MCTS to language models is to use tree search to generate **high-quality datasets**. But unlike game trees where nodes are game moves, here each node represents a **step in a reasoning process**. This reasoning trace is then used to fine-tune (SFT) the model. So the question becomes: how do we sample correct and diverse solutions using this approach?

As the paper suggests, we use MCTS to train a model to solve math problems where we have a **clear reward signal** (is the solution correct or not) at the end. The challenge is that the **reward for intermediate steps is not obvious**. (By the way, PPO suffers from a similar issue: we train a reward model, but it only scores entire solutions, so we train a value function to estimate intermediate rewards which is essentially a regression problem.)

In MCTS, it’s critical to construct a function that scores partial solutions (nodes), otherwise, the tree search won’t work well. Every node in the tree is generated by sampling from the language model. At first, a node’s score is based on how frequently it appears in correct solutions: the more often it shows up in reasoning chains that lead to a correct answer, the higher its score. Later (once this scoring function stabilizes), the paper adopts an approach similar to training a reward model in RLHF: at each depth level of the tree, they select the highest- and lowest-scoring nodes and train a node-ranking model using a **Bradley-Terry** method (as is standard in RLHF). This score function is then used in a **UCT**-based selection strategy (Upper Confidence bounds for Trees), which balances exploration and exploitation

.

To boost quality and enforce precision, the model is required to **execute each reasoning step as Python code**, and if the code fails the test, the node is discarded.

The process starts with a small language model, builds a solution tree (with all the steps described), selects the best solutions (highest-scoring ones), runs SFT on the model, and repeats. The end result? A small, lightweight model that can solve fairly complex math problems (at least according to the paper claims).

<https://arxiv.org/abs/2501.04519>

**Mike’s Daily Paper – 26.05.25  
Neuro-Symbolic AI in 2024: A Systematic Review**

This survey paper reviews the rapid evolution of Neuro-Symbolic AI (NSAI) over the last half-decade. Drawing from a methodically filtered corpus of 158 peer-reviewed works, the authors provide a taxonomically grounded, thematically structured map of where the research community has concentrated its efforts—and where it has conspicuously not.

A decisive 63% of the literature reviewed pertains to learning and inference, underscoring the field’s present commitment to blending statistical learning with logic-based constraints. Techniques such as Logical Neural Networks, symbolic priors in few-shot learning, and loss functions infused with semantic penalties exemplify attempts to ground neural learning in symbolic structure. These approaches not only improve sample efficiency and generalization but begin to bridge the conceptual gap between inductive pattern extraction and deductive reasoning.

Knowledge representation emerges as another strong pillar, accounting for 44% of the literature. The best work in this area transcends simple graph embeddings, aiming instead to encode dynamic, structured, and commonsense knowledge into systems that can adapt over time. Systems like NeuroQL point to an interest in building models that are not just knowledgeable, but epistemologically structured—models that can “do more with less” while maintaining semantic alignment.

Closely interlinked is logic and reasoning (35%), where models such as DeepStochLog and Logical Credal Networks attempt to recast logic programming in neural terms. These contributions enable hybrid reasoning over uncertainty, a core capacity if Neuro-Symbolic systems are to function in complex, partially observable environments. The coupling of probabilistic logic with symbolic control architectures is a recurring and fruitful pattern.

Despite growing deployment of AI systems in critical applications, only 28% of the reviewed works tackle explainability and trustworthiness. This imbalance is not merely statistical but structural. Most advances focus on post hoc summarization, semantic-level revision, or improved document-level inference. Notable contributions include Braid, a reasoner that blends probabilistic and symbolic rules to reduce brittleness, and FactPEGASUS, which aligns LLM-generated summaries with factuality through hybrid training paradigms.

However, the broader vision—building systems whose reasoning is not just intelligible after the fact but inherently transparent—remains elusive. There is little systematic exploration of how explainability can be baked into learning objectives, model architecture, or inference procedures. The result is a disconnect: systems grow increasingly powerful, yet their inner workings remain opaque to their creators.

Perhaps the most significant contribution of the paper is its elevation of Meta-Cognition from a footnote in prior taxonomies to a defined and urgent subdomain. Only 5% of the papers reviewed touch this theme, yet the concept of self-monitoring, adaptive control, and introspective reasoning is arguably the missing piece in current Neuro-Symbolic architectures.

The paper adopts a rigorous definition of Meta-Cognition as the capacity to regulate and reflect on internal cognitive processes. In practical terms, this encompasses symbolic controllers layered atop RL agents, integrations of LLMs with cognitive architectures (e.g., ACT-R, Soar), and theoretical frameworks aligned with the Common Model of Cognition. These works, though few, gesture toward a future in which AI systems are not only reactive but strategically self-aware and capable of managing attention, choosing among inference strategies, and self-correcting in unfamiliar contexts.

Importantly, the authors push beyond Kahneman’s dual-system metaphor, noting that human cognition is neither binary nor layered in isolation but a densely interconnected “system of systems.” To build Neuro-Symbolic agents that mirror human adaptability, Meta-Cognition must not be an afterthought—it must be the glue binding perception, reasoning, learning, and communication.

One of the most revealing observations is the rarity of work that integrates all four core domains: learning and inference, logic and reasoning, knowledge representation, and explainability. The only flagship example is AlphaGeometry, a system that synthesizes millions of geometry problems using a neural generator and then guides a symbolic solver using large-scale pretraining. The system represents a blueprint: domain-specific expertise, procedural abstraction, symbolic tractability, and model guidance through learned heuristics. However, it remains an outlier.

The limited overlap between explainability and other domains is especially concerning. Integration remains low, suggesting that while individual capabilities are advancing, their coordination into coherent, trustworthy systems is still in its infancy. If Neuro-Symbolic AI is to realize its promise as a human-aligned intelligence paradigm, this fragmentation must be addressed.

Methodologically, the paper’s filtering approach is a strength in itself. Of 1,428 initial papers, only 158 made the final cut—selected for relevance, peer review status, and the availability of open-source code. This stringent filtering underscores a deep concern with reproducibility and practical utility, ensuring that the findings reflect not just speculative ideas but tested, shareable systems.

By including only papers with publicly available code (with exception for Meta-Cognition due to scarcity), the authors offer a baseline for transparency and reuse. This also implicitly critiques the still-too-common practice of publishing complex Neuro-Symbolic proposals without operational instantiations.

This review represents a major milestone in mapping the Neuro-Symbolic AI landscape. It identifies what is working: structured learning with symbolic priors, logic-based generalization, and hybrid representation frameworks. It also calls out what is missing: native explainability, introspective control, and integrated systems capable of autonomous adaptation.

Above all, it posits Meta-Cognition not as an aspirational ideal but as a foundational requirement. If Neuro-Symbolic AI aims to move beyond brittle heuristics and monolithic networks, it must grapple with the architecture of thought itself—not just its outputs. This is a field on the cusp. The research community has assembled the pieces. The question now is whether it can build the system.

https://arxiv.org/abs/2501.05435

**Mike’s Daily Post: 28.05.25  
Jasper and Stella: Distillation of SOTA Embedding Models**

A pretty interesting paper proposing a relatively simple, but apparently effective, method for distilling knowledge from several large multimodal teacher models into a single small model (student). The rationale, of course, is that the small model will (hopefully) manage to learn the rich representations from two large models on the one hand, while remaining small on the other, which is great, since it makes it easier to use with RAG systems. After all, models with lower-dimensional representations require fewer arithmetic operations to compute similarity between a given data representation and those stored in the RAG.

The distillation process takes place in 3 main stages:

### Stage 1:

The authors attempt to align the representations produced by concatenating (and normalizing) the outputs of

several teacher models (the big and strong ones) with those of a single small model. In this stage, the representation vector dimension produced by the student model is set equal to the sum of the dimensions of the teacher models' representations.

The loss function has three components:

1. Dot Product Alignment: It tries to make the dot product between the concatenated teacher representation and the student representation equal to 1 (i.e., they're aligned).
2. Correlation Alignment: It aligns the correlations between representations of different data samples by minimizing the squared distance between the “uncentered covariance matrices” of the teachers and the student. Here, the uncentered covariance is the product of a matrix containing the batch's data representations and its transpose.
3. Contrastive Loss: This encourages the student model to bring similar samples (as defined by the teacher) closer in embedding space, while pushing apart representations of dissimilar data.

### Stage 2:

They reduce the embedding dimension of the student model (which was initially equal to the sum of the teacher models' embedding dimensions) while preserving its representational quality. How? By adding three new layers to the student model from the previous stage, and training only these new layers using the last two losses from Stage 1.

### Stage 3:

They train the visual encoder (image side) of the multimodal student model, while freezing all other parts. The goal here is to align the representation of an image, produced by the visual encoder, with the representation of the image caption, produced by the teacher models. They reuse the three losses from Stage 1 in this step.

That’s it — a light and easy-to-digest paper...  
<https://arxiv.org/abs/2412.19048>

**Mike’s Daily Paper – 30.05.25  
Learn Beyond the Answer: Training Language Models with Reflection for Mathematical Reasoning**

Exactly one year ago (30.05.24), I started the daily paper review and launched a Telegram channel(Science and AI with Mike) for it. Since then, I’ve written 253 reviews—that’s roughly one every 1.44 days, although I’ve slowed down a bit recently.

So to mark the date, I chose to review a paper that's just under a year old on an important topic…

This paper presents a significant conceptual and methodological innovation (as of 10 months ago) in training models for mathematical reasoning. Unlike most prior work, which focused on enriching datasets through additional questions or alternate answers (i.e., augmentations along the example dimension), the core innovation here is the introduction of an entirely new approach: Reflective Augmentation.

Instead of adding more examples, the authors propose deepening each existing example by appending a reflective section after the standard solution. This reflection includes two main components:

* Alternative Approach: A different solution offering a new perspective on the same problem.
* Follow-up – A generalized or analogous question designed to deepen understanding.

The novelty here is not merely technical but is cognitive. Rather than simulating learning through quantity (more questions), this method mimics qualitative learning, akin to how humans study, namely revisiting and reflecting on a given solution. A major strength of this approach is that it does not alter the inference-time process. That is, there’s no need to generate or read the reflection section at runtime, yet it meaningfully shapes the reasoning learned during training. This marks a profound shift from "learning answers" to "learning principles through reflection."

The paper demonstrates empirically that this method not only improves accuracy on standard math problems but, crucially, yields exceptional gains in reflective scenarios: error correction, follow-up problem solving, and leveraging external feedback. Moreover, the approach is complementary to existing data augmentation techniques (such as Q-aug or A-aug), and combining them with Reflective Augmentation produced the highest results in the experiments.

In summary, the paper’s innovation lies in three dimensions:

* A shift from solution memorization to principle-based reasoning through reflection.
* Emulation of human-like learning in training language models.
* A practical technique that can be applied to existing datasets without changing the inference pipeline.

This innovation has had wide-reaching influence, as seen in dozens of papers published over the past year that built on it but particularly in the domain of LLM-based mathematical problem solving, but also in designing interactive agents requiring flexible, non-linear reasoning.<https://arxiv.org/abs/2406.12050>

**Mike’s Daily Paper: 01.06.25**  
**Common Sense Is (Still) All You Need**

**Disclaimer: This is a review of an opinion paper and does not necessarily represent the reviewer’s position.**

In recent years, AI has made major advances—from conversational agents and image generation to self-driving cars. Yet one basic ability still separates machines from the kind of intuitive, adaptive intelligence shown by even the simplest animals: common sense. In *Common Sense Is All You Need*, Hugo Latapie argues that this missing capability is not just an inconvenience but is the core obstacle keeping AI from achieving real autonomy. He makes the case that if we want AI to safely operate in dynamic, unpredictable environments, then common sense must be designed in from the ground up. Bigger models, more data, and better benchmarks won’t close the gap. Instead, we need a shift in how we build, train, and evaluate AI systems.

The paper’s core argument is that today’s AI efforts are skewed toward performance and scale at the expense of general understanding. Latapie challenges the field to move away from narrowly optimized models and benchmarks, and instead focus on what actually enables humans and animals to learn and act effectively in the real world. This means prioritizing flexible learning, adaptation, and contextual reasoning and not just better language completion or object recognition. It’s a call to reorient the foundations of AI around the very qualities we take for granted in natural intelligence.

**What’s New and Important Here?**

One of the paper’s most original contributions is its expansion of the concept of embodiment in AI. Typically, “embodiment” refers to robots or agents with physical bodies that learn by interacting with the environment: picking up objects, walking, or navigating spaces. Latapie broadens this idea by introducing the notion of *cognitive embodiment*, where AI systems engage not only with physical environments but also with structured, abstract ones. In this view, interacting with a constrained puzzle or logic problem can be as cognitively rich as exploring a room. An AI that genuinely embodies an abstract environment can learn to reason through trial and feedback, rather than just recognize patterns.

A good example of this is the Abstraction and Reasoning Corpus (ARC), a benchmark composed of visual transformation puzzles. Each task presents a small set of input-output grid pairs, and the AI must figure out the rule and apply it to a new grid. While ARC is meant to test reasoning, many AI systems today “solve” it by memorizing patterns from large sets of training examples. Latapie argues that this misses the point: to really test for reasoning, AI should approach these problems with minimal prior knowledge and learn from the structure of the task itself. That’s cognitive embodiment in action and it’s central to his proposal.

Another key idea is the importance of starting from a blank slate or as Latapie calls it, *tabula rasa*. Most modern AI models depend on pretraining with massive datasets, which makes them powerful in familiar situations but poor at generalizing to new ones. In contrast, humans and animals regularly encounter novel environments and must figure things out on the fly. Latapie argues that real autonomy requires this kind of flexible, low-assumption learning. AI systems should begin with very little preloaded information and build up knowledge as they interact with the world or task at hand. This would prevent overfitting to specific training sets and encourage deeper, more transferable reasoning.

Perhaps the most piercing critique in the paper is what Latapie describes as the “magic happens here” problem. In many current AI development workflows, the transition from advanced pattern recognition to general intelligence is assumed to somehow emerge from scale. If we just train bigger models, with more data and compute, autonomy will arrive… eventually. But Latapie calls this wishful thinking. Without common sense reasoning explicitly built into the architecture and training process, we’re merely pushing against the ceiling of diminishing returns. Progress appears smooth at first, but eventually hits a wall. The core issue, which is the absence of real-world understanding, still remains unsolved.

## **Benchmarks and What’s Wrong With Them**

Latapie dedicates a substantial part of the paper to analyzing the limits of popular benchmarks and evaluation methods, using three high-profile examples. First is the ARC challenge, which was designed to test abstraction and reasoning rather than memorization. However, in practice, many AI models tackle ARC by relying on hundreds of training examples, and sometimes even the test problems leak into development workflows. This creates the illusion of general intelligence, when in fact models are just pattern-matching. Latapie proposes redesigning ARC to truly enforce minimal prior knowledge and test the system’s ability to reason in real time from a small set of examples.

Next, he looks at the case of full self-driving (FSD) systems, which are often benchmarked using the SAE autonomy levels, from Level 1 (basic driver assistance) to Level 5 (complete autonomy in all conditions). Today’s systems are largely capped at Levels 2 or 3, and Level 4 vehicles often rely on remote human assistance for unusual situations. According to Latapie, this ceiling is not just a hardware or sensor problem but ’s a reasoning problem. Without the ability to understand context, recognize unusual patterns, and make intuitive decisions, vehicles will always require fallback mechanisms. Common sense and not just better cameras or maps, is what separates current AI from the full autonomy of a human driver.

Finally, Latapie critiques the well-known Turing Test, which evaluates a machine’s ability to engage in a conversation indistinguishable from that of a human. While passing the Turing Test can be impressive, he argues that it doesn’t indicate true understanding. A chatbot might produce fluent answers using statistical associations, without any grasp of the meaning or context behind its words. Such systems may appear smart in controlled conversation but would fail catastrophically in environments that require reasoning, decision-making, or adaptability. In Latapie’s view, these benchmarks risk distracting the field from what really matters: developing grounded, reasoning-based intelligence.

## **Scaling Isn’t the Answer (Alone)**

Latapie acknowledges that scaling has brought genuine breakthroughs, particularly in language and vision. Larger models have unlocked impressive capabilities in text generation, translation, and image analysis. But he also highlights a growing problem: scaling is starting to hit diminishing returns. Several real-world benchmarks have stalled despite increases in compute and dataset size. For instance, in object recognition (COCO), anomaly detection in video (UCF-Crime), and action localization in video (ActivityNet), performance improvements have plateaued even as models grow more complex.

This suggests that we may be nearing the practical limits of what scaling alone can achieve. The implication is that future progress will depend less on size and more on solving deeper architectural challenges, like how to build systems that can learn, adapt, and reason across unfamiliar situations. Scaling gives us sharper tools, but without common sense, those tools remain narrowly useful and brittle when faced with real-world complexity.

## **Theoretical Rigor (Made Simple)**

The paper also tackles several famous theoretical issues in AI, explaining how common sense could help address them. One is the No Free Lunch Theorem, which says that no learning algorithm is best for every possible problem. Latapie’s response is practical: we don’t need to solve *every* problem but just the ones that matter. By focusing on well-structured domains with clear patterns and rules, AI systems can learn efficiently without violating the theorem’s limits.

He also addresses the Frame Problem, which refers to the difficulty of figuring out what matters and what doesn’t in any given situation. Latapie suggests that embodied interaction, whether in the physical world or in structured tasks, helps AI systems learn relevance through experience. Similarly, the Qualification Problem, which points to the challenge of listing all the preconditions for an action, can be managed through adaptive reasoning and learning from trial and error. These responses ground abstract philosophical concerns in concrete design strategies, showing how they can be addressed through better AI architecture rather than brute-force data accumulation.

## **How Should We Build AI Instead?**

To move forward, Latapie proposes a series of practical changes in how we build and evaluate AI. First, benchmarks need to be redesigned to test reasoning, not recognition. That means limiting the prior knowledge an AI system is allowed to use, forcing it to engage with each problem as new. Evaluation should shift away from just scoring correct answers and toward understanding *how* the system reached its conclusion, meaning that process matters more than output.

Architecturally, Latapie advocates for integrating symbolic logic with learning-based approaches. This hybrid strategy would combine the structure and transparency of logic with the flexibility of statistical models. He also emphasizes the need to draw from neuroscience and cognitive science, namely to build architectures that reflect how biological systems acquire and apply common sense. In short, the AI software stack needs to evolve. Adding more layers to today’s models won’t be enough. We need to rethink what the base layers should even be.

## **What Happens If We Don’t Change?**

Latapie warns that continuing along the current path: scaling up models, polishing benchmarks, and assuming that autonomy will emerge, risks slowing progress and damaging trust. AI systems that look good in demos but fail in messy, real-world conditions can lead to disillusionment among users, developers, and investors. Worse, systems without common sense may behave in unpredictable or unsafe ways, especially as they gain more autonomy and the ability to self-modify. If these systems lack grounding in human values or context awareness, they could easily make decisions that appear intelligent but cause real harm.

The paper argues that public fears around AI, especially fears of superintelligent systems behaving recklessly, are really fears of intelligence *without* common sense. And those fears are not unfounded. Building AI that understands its environment, learns responsibly, and reasons about consequences is not just a technical goal but is a safety requirement.

<https://arxiv.org/pdf/2501.06642>

**Yaniv’s and Mike’s Daily Paper: 03.06.2025  
Reinforcement Learning for Reasoning in Small LLMs: What Works and What Doesn’t**

Large language models (LLMs) like OpenAI's GPT-o1 have revolutionized reasoning tasks—from solving complex math problems to writing elegant code—thanks to massive computing resources and vast datasets in Reinforcement Learning training. But can smaller, budget-friendly models achieve similar feats? A recent paper titled ["Reinforcement Learning for Reasoning in Small LLMs: What Works and What Doesn’t"](https://arxiv.org/abs/2503.16219) by Quy-Anh Dang and Chris Ngo explores exactly this question.

### **Why This Matters**

Big models can reason well but demand huge computational resources, making them costly and impractical for widespread use. Smaller models (around 1 to 2 billion parameters) are cheaper and easier to deploy, but currently lag behind in complex reasoning performance. Dang and Ngo’s goal is ambitious yet practical: boost the reasoning performance of small models, with minimal resources and minimal cost.

### **The Approach: Group Relative Policy Optimization (GRPO)**

The researchers chose a 1.5-billion-parameter model, DeepSeek-R1-Distill-Qwen-1.5B, and fine-tuned it using **GRPO**, the current go-to algorithm for reasoning fine-tuning previously proven effective in massive models, to a much smaller scale.

To keep costs low, the training was tightly constrained in terms of resources: it used only 4 NVIDIA A40 GPUs, was limited to a 24-hour time window, and relied on a modest dataset of just 7,000 carefully selected math questions.

### **Surprising Results**

Despite these extreme constraints, the performance improvements were remarkable:  
**AMC23 benchmark** accuracy jumped from **63% to 80%**. **AIME24 benchmark** scores reached **46.7%**, notably beating OpenAI’s powerful **o1-preview** model (44.6%).

Perhaps most impressively, the entire training run cost only about **$42**, several orders of magnitude cheaper than typical state-of-the-art methods. Amazing how far reasoning has come in such a short time.

### **What Exactly Did They Do?**

They conducted three insightful experiments:

* **Experiment 1**: Trained with challenging, high-quality math problems. The model rapidly improved, but then quickly degraded due to unstable optimization and language drift.
* **Experiment 2**: Mixed easier problems with difficult ones, achieving higher initial stability and impressive peak performance, though still eventually spiralling towards instability.
* **Experiment 3**: Used a cosine reward to encourage shorter answer length, achieving improved stability and impressive performance. This corresponds to findings in the “DR GRPO” paper, uploaded to arxiv just a few days earlier, diagnosing a bias for longer answers in GRPO.

### **Limitations and Open Questions**

* **Why Their Model Works So Well:** One of the paper’s most surprising findings is how a small model, trained briefly on limited data, achieves such strong reasoning performance. The authors offer little intuition or analysis to explain why this works so well. This leaves open questions about how robust these gains are particularly on tasks beyond the narrow math benchmarks tested.
* **Language Drift:** The multilingual base model eventually produces non-English outputs, causing training instability for all variants.
* **Domain specificity:** Their evaluation was limited strictly to mathematical reasoning trying to find out whether this approach can be applied to broader reasoning tasks like science or coding?

### **What’s Next?**

This study demonstrates that powerful reasoning doesn't have to be expensive. The surprising success of such a small model suggests future work could explore **The benefit of GRPO variants** like DR GRPO in resource constrained settings, as well as **broader domains:** Evaluating performance across diverse reasoning tasks to see if small models can become universally capable. **Hyperparameters tuning** also seems like a necessary next step, as higher KL divergence loss could improve training stability.

### **Bottom Line**

Dang and Ngo’s paper reveals a promising pathway toward affordable, reasoning-capable language models. While the "why" remains elusive, the practical implications are profound: democratizing powerful AI reasoning to smaller research labs and organizations everywhere.

[*Read the full paper here →*](https://arxiv.org/abs/2503.16219)

Explore [their code](https://github.com/knoveleng/open-rs), it holds significant promise for enabling reasoning within your specific domain with minimal investment.

**Mike’s Daily Paper Review: 05.06.25  
Task Singular Vectors: Reducing Task Interference in Model Merging**

Today’s review is short and light.

The paper addresses the problem of merging multiple models, each fine-tuned from the same base model on different tasks, into a single model that performs well across all tasks. Each fine-tuned model has undergone its own specific weight changes during training (e.g., via LoRA, though not necessarily).

A common baseline approach is to average the weight deltas and add the result to the base model. However, the authors point out that this naive strategy often performs poorly even when the tasks are similar. To address this, they propose an intuitive method designed to reduce **interference** between the delta matrices of different tasks.

**What’s the approach?**First, they observe that the delta matrices are typically low-rank. They apply **Singular Value Decomposition (SVD)** to each delta matrix, yielding orthogonal matrices U\_i​ and V\_i​, and a diagonal matrix D\_i​ of singular values. Then, for each delta matrix, they retain a small number of top singular vectors just as one would in PCA.

In the second step, they aim to **decorrelate** the update directions across tasks. To do this, they concatenate the U\_i’s and V\_i’s from all tasks into large matrices and compute whitening (decorrelation) transformations for each. This involves standard linear algebra techniques, including the Moore-Penrose pseudoinverse.

Finally, rather than summing the deltas directly, they apply the whitening transforms and construct a **weighted** combination of the update matrices. The goal is to reduce interference while preserving task-specific structure.

The method is applied separately to each layer—though it’s unclear whether this per-layer treatment is novel.

<https://arxiv.org/abs/2412.00081>

**Mike’s Daily Paper Review: 07.06.25  
Rate-In: Information-Driven Adaptive Dropout Rates for Improved Inference-Time Uncertainty Estimation**

Today I’m reviewing a special paper on several levels. The first level: one of the co-authors of this paper is none other than Yann LeCun, one of the founding fathers of deep learning. The second level involves the well-known (but not well-known enough) Israeli researcher Ravid Shwartz-Ziv, who is also a professor at New York University. The third level is the paper’s topic: uncertainty estimation for neural network predictions which is a subject that greatly interests me, yet I haven’t reviewed a paper on it in some time.

How can we estimate the uncertainty in a neural network’s predictions?There are several families of methods mentioned in the paper:

* **Bayesian Neural Networks (BNNs):** These define probabilistic distributions over the network weights, enabling uncertainty modeling through the posterior distribution. However, they are computationally heavy and hard to scale.
* **Ensemble Methods:** Multiple models are trained and their predictions are aggregated. These methods can capture both epistemic and aleatoric uncertainty but require considerable computational resources.
* **Test-Time Data Augmentation:** Applies perturbations to the input (e.g., rotation, blurring) during inference to approximate a predictive distribution. This is particularly effective when there's prior knowledge of the data structure.
* **Noise Injection into the Model:** Controlled noise (e.g., Gaussian) is added to weights or activations to test sensitivity beyond simple input perturbations.
* **Monte Carlo (MC) Methods:** These use random sampling to estimate uncertainty. For example, MC Dropout applies dropout during inference as well, to sample the space of network weights. The paper mentions many additional MC-based techniques for uncertainty estimation in networks.

But how can one estimate the certainty itself? One approach is to use information-theoretic techniques to analyze how information flows within the network and how much that flow is “disrupted” by the methods above (e.g., MC Dropout). Broadly speaking: The more information flow is disrupted, the higher the prediction uncertainty.

Information-theoretic tools are quite common in deep learning research. For example:

* **The Information Bottleneck Principle (by Naftali Tishby):** Suggests that the layers in a neural network aim to compress the input while preserving relevant information for the output. It's used to analyze learning dynamics and generalization.
* **Mutual Information Analysis:** Estimating the mutual information between input, hidden layers, and output helps us understand how information flows and transforms in the network. This is the **specific technique used in this paper**.
* **Information-Theoretic Regularization Techniques:** Methods like **information dropout** regulate information flow during training to improve robustness and generalization.

Okay, so what does the paper propose? The paper introduces an MI-based enhancement of MC Dropout. Instead of using a fixed dropout rate across all layers (i.e., the proportion of neurons dropped in a layer), the authors propose to set the dropout rate adaptively, based on how much it disrupts information flow in each layer. The goal is to keep information loss per layer approximately constant. If the mutual information loss in a layer is too high (above some small threshold ϵ), they decrease the dropout rate. If the loss is too low, they increase it to inject more uncertainty.

By the way, this disruption to information flow is computed via the mutual information between the input activations to the layer and its output activations. This turns out to be non-trivial, and the paper discusses at length how to compute this effectively.

<https://arxiv.org/abs/2412.07169>

**Yaniv’s and Mike’s Daily Paper: 09.06.25  
Spurious Rewards: Rethinking Training Signals in RLVR – Fast Overview**

**One-line takeaway**

Even completely noisy or adversarial rewards can unlock big math-reasoning gains but only for models whose pre-training already hides the right skills.

### **Why this matters**

RL with Verifiable Rewards (RLVR) is the state-of-the-art way to teach LLMs step-by-step reasoning. The paper asks a blunt question: **how much of that “reward” signal do we actually need?** Spoiler: sometimes almost none.

### **Experimental recipe**

The authors fine-tuned the Gwen-2.5-Math-7B model on a math dataset (DeepSeek-Math) using GRPO for 150 reinforcement learning steps. They tested five types of reward signals:

* **Ground-truth reward**: A standard signal where the model gets +1 only if the final answer is correct.
* **Majority-vote reward**: The model generates 64 responses, and the most common one is treated as the correct answer for reward purposes.
* **Format reward**: The model is rewarded just for including a boxed math expression (like \boxed{}), regardless of whether the answer is actually right.
* **Random reward**: The reward is assigned randomly with a 50% chance for +1 or 0, completely independent of the answer.
* **Incorrect reward**: The model is rewarded only when it gives an incorrect answer.

Surprisingly, all of these reward types led to major performance gains — even the random and incorrect rewards brought the model close to the performance of ground-truth training.

### **What they found**

1. **Qwen models soar regardless of reward**: every weak/spurious signal above gives 16–26 pp gains, nearly matching gold supervision. Llama 3 and OLMo 2 barely move unless given the real label .
2. **Hidden skill = code reasoning:** Qwen-2.5-Math already solves 65 % of problems by writing inline Python (without execution). RLVR pushes that to ≈ 90 %, and accuracy rises in lock-step.
3. **Lang → Code switch explains the lift.** 58 % of Qwen’s gain comes from questions that flip from pure language to code reasoning during RLVR .
4. **Random rewards work via optimizer bias.** GRPO’s clipping term preferentially up-weights high-probability tokens, amplifying whatever strategy the model already prefers; ablate clipping and the random trick stops working .
5. **No free lunch across models.** Llama and OLMo lack useful code priors, so the same spurious signals either help little or hurt .

### **Take-home message**

RLVR often **surfaces**, rather than teaches, reasoning that pre-training has already seeded.   
This is in line with another recent paper showing RL reasoning results can be achieved with [*a single* training sample](https://arxiv.org/abs/2504.20571). For reward design and future benchmarks, verify results on multiple model families and not just Qwen.

<https://github.com/ruixin31/Rethink_RLVR/blob/main/paper/rethink-rlvr.pdf>

**Mike’s Daily Paper: 2025-06-11  
TRANSFORMER-SQUARED: SELF-ADAPTIVE LLMS**

I’ve been intending to review this paper for a while, but it got lost in my never-ending paper review pipeline (currently standing at 353 papers waiting to be either reviewed or discarded). The paper was written by scientists (hopefully 🙂) from Sakana AI, a company that made headlines for releasing an AI Data Scientist (which, to the best of my recollection, received quite positive reviews). The paper proposes a very simple improvement to the training process of language models in multitasking scenarios.

Here, “multitasking” refers to training several expert models (not to be confused with MoEs – Mixture of Experts), each specializing in a specific task, derived from a strong base model. Each of these models is trained in a way similar to adapters, which are a type of **PEFT**, *Parameter-Efficient Fine Tuning*, meaning that only a small number of weights are updated during fine-tuning.

The paper introduces a PEFT method called **SVF**, which stands for *Singular Value Fine-Tuning*, aimed at adapting the model to a given task. As the name suggests, SVF is based on singular values and in this case, the singular values of the weight matrices in the MLP layers. Incidentally, each MLP in a transformer block contains two weight matrices, and the paper doesn’t explain (or at least I didn’t see it explained) exactly how the weight matrix is constructed in each block (perhaps they apply SVF to each matrix separately).

So what does SVF actually do? It performs an **SVD**, *Singular Value Decomposition*, on the weight matrices in each transformer block. One of these matrices is diagonal, while the other two are orthogonal (on the left and right). The authors insert a **learned diagonal matrix Z** into this product and train it during fine-tuning. There’s an implicit assumption here that the base model has already “learned all possible tasks,” and during fine-tuning, we only need to amplify those relevant to the current task.

Interestingly, the fine-tuning is done using a **reinforcement learning method** called **REINFORCE**, along with standard regularization commonly used in RL training of language models. That’s right – they didn’t use PPO, GRPO, or DPO. In addition, the authors applied this method to tasks with **verifiable rewards** – meaning tasks where you can definitively check if the answer is correct, such as math problems or coding. During such training, only the **Z matrices** are trained across all layers.

During **inference**, the authors propose three methods:

1. **Prompt-based task selection**: Ask an LLM (using a proper prompt) to determine which task a question belongs to. Based on the answer, run the model with the appropriate Z vector for the selected task.
2. **Discriminative classifier**: Train a discriminative model that identifies the task type for a given question.
3. **Linear task combination**: Assume a small dataset per task and train a Z-weight vector for each model (per task). Instead of assigning a question to a single task, represent it as a **linear combination of all tasks**. In the end, the task gets its own representation (via its own Z vectors).

<https://arxiv.org/abs/2501.06252>

**Mike’s Daily Article: 13.06.25  
Inference-Time Scaling for Diffusion Models beyond Scaling Denoising Steps**

The authors of this paper are doing something quite unconventional in the image domain. They ask a seemingly simple question: Suppose we’ve already trained an excellent diffusion model. Can we get more out of it at inference time? Is it possible to improve the quality of the generated image *without* just adding more and more denoising steps? Surprisingly, their answer is yes. But the way they get there is through a completely original idea: searching for *better noise*.

Anyone who has worked with diffusion models knows that the entire process unfolds from an initial noise vector. This vector is usually chosen randomly, and all it needs to be is “white noise.” But what if *not all noise is created equal*? What if we could choose *smarter* noise, noise that leads the model to generate higher-quality images, *without* changing the architecture, the number of steps, or the model’s weights?

This paper proposes exactly that: Instead of extending the diffusion trajectory (i.e., increasing the number of steps), we can invest the same computational budget into a selective search for initial noise that yields a better result. This represents a significant conceptual shift: we stop thinking of denoising as the only axis for quality improvement and begin to treat the stochasticity itself, i.e., the noise, as something not just to be sampled but to be *optimized*.

To make this work, two things are needed: First, a way to measure the quality of the final output. In this paper, that’s called a **verifier**, which can be a function like CLIPScore, an aesthetic predictor, FID, or any other quality metric aligned with the sampling objective. Second, a **search algorithm, namely** a method to generate or select new noise vectors, compare them based on the outputs they produce, and find one that gives a better result.

This structure, a verifier alongside a search method, is the core innovation here. It’s generic enough to be architecture-agnostic and doesn’t require fine-tuning. All you need is a scoring function and the ability to run a few samples. From there, you just start searching.

The search could be as simple as generating 64 noise vectors and picking the best one. Or it could be more sophisticated, like applying variations to a given noise vector in random directions (a method known as Zero-Order Optimization), or even modifying the diffusion path by adding noise at only certain stages and restarting from there, a technique they call Search-Over-Paths. In other words, this is not just about improving quality. It’s a new approach to understanding the *paths* diffusion models take, and how noise influences them.

But perhaps the most profound element of this paper is what it *doesn’t* try to do. It doesn’t suggest changing the model. It doesn’t claim the network needs to be better trained or re-architected. The entire innovation lies in recognizing that the choice of *which noise to start with* is an active, optimizable parameter at inference time. And that matters because until now, the inference stage of diffusion models has been treated as mostly static: efforts focused on shortening it, or improving the denoising trajectory, but never on modifying the initial noise. This paper dismantles that assumption.

In a sense, what we’re seeing here is the injection of algorithmic thinking into what was assumed to be a passive stage, meaning the point at which the model is already trained and we’re “just running it.” But once we accept that we can optimize inference-time parameters like the noise itself, we open the door not only to better outputs but also to a deeper understanding of diffusion’s internal mechanics.

That’s why I believe the main contribution of this paper isn’t just another FID graph. It’s in the *shift in mindset* it represents: from stochastic models treated as black boxes, to systems where the randomness itself becomes controllable, optimizable, and reconfigurable in real time. Will this become a common practice? Maybe only in high-end generative tasks where every small improvement counts. But as a concept, it’s another step in transforming inference from a static process into an intelligent one and that’s a fascinating move in its own right.

<https://arxiv.org/abs/2501.09732>

**Mike’s Daily Paper Review: 14.06.25  
Is Stochastic Gradient Descent Effective? A PDE Perspective on Machine Learning Processes**

This paper is quite heavy, but I tried to make the review accessible (I didn’t dive *too* deep myself because the paper is genuinely complex).

There’s something deceptively simple about Stochastic Gradient Descent, or SGD. For years, it's been the backbone of machine learning (ML), especially deep learning, yet the question of *why* it works has largely remained in the realm of vague intuition. Most explanations seem to circle back to fuzzy claims like “it finds flat minima” or “noise helps escape local minima.” The paper I’m reviewing today tries to bring order to this, and unlike most work in the field, it offers a completely new angle: it describes SGD as a diffusion process evolving over time — seen through the lens of partial differential equations (PDEs).

The authors aim to shift our understanding of learning dynamics. No longer is it about tracking a single point in weight space rolling down a loss landscape. Instead, they propose describing the entire probability distribution of possible configurations namely the density over network weights space, as it evolves with time. If you come from mathematical physics, this will immediately remind you of the Fokker–Planck equation, which describes how particles diffuse in a system. The analogy here is powerful: the weights are like particles moving along the gradient of the loss function, with added noise from the stochastic nature of SGD (i.e., mini-batch selection).

What’s striking is that this physical model doesn’t just mimic what SGD does but it explains its success. For example, when analyzing the kinetic energy of the system, the stochastic “noise” from mini-batch selection turns out to be far more than a nuisance but plays a critical role in stability. It balances progress so that the system neither races too quickly nor gets stuck in unstable regions. The authors show that there are energy constraints dictating the pace of learning and that noise magnitude is directly tied to how deeply the system can descend the loss.

The paper also makes a sharp conceptual distinction between two views of learning:

* The local view that looks at parameter updates step by step, and
* The global view that describes the entire evolving distribution as a continuous probability flow in weight space.

Just like in physics, shifting from a pointwise to a distributed description uncovers insights that were previously hidden. Suddenly, we can ask not just *where* the weights are going, but *where* they're concentrating, *how* they spread, and *how* the structure of the loss function shapes that behavior.

One of the most impressive parts of the paper is the analysis of temporal recursion. The authors don’t stop at showing that SGD converges but they investigate how its recursive structure, based on repeatedly following gradients, aligns with the continuous dynamics of the physical PDEs. This comparison between discrete-time recursion and continuous diffusion lets them articulate, for the first time, general principles about when SGD succeeds, when it might fail, and how we can control that behavior.

But what struck me the most is that this whole framing opens the door to future development. If we accept the paradigm that SGD is not merely a greedy downhill process, but a physical system governed by differential laws, then maybe we shouldn’t focus on improving SGD per se. Instead, we could shift to PDE-guided training, where we directly model the desired evolution of the distribution and solve backwards to find the matching dynamics.

In that sense, this paper doesn’t just explain SGD’s past but offers a bold future for deep learning. A future where we’re not blindly groping through high-dimensional surfaces, but designing dynamic systems with explicit physical structure. It’s nothing short of a paradigm shift the one that may change how we approach optimization entirely.

<https://arxiv.org/abs/2501.08425>

**Mike’s Daily Article: 15.06.25  
Random Teachers are Good Teachers**

An old but very interesting paper at least in my opinion…

This paper presents an interesting and deeply counter-intuitive finding that challenges foundational assumptions in the fields of knowledge distillation and self-supervised learning (SSL). The authors demonstrate that a "student" model can learn high-quality representations by distilling knowledge from a "teacher" network whose weights are completely random and untrained. The work dismantles the standard "teacher-student relationship" to isolate and study the dynamics of learning with knowledge distillation, revealing a process similar to implicit regularization that is not dependent on the teacher possessing any actual "knowledge."

As mentioned, the main goal of the paper is to investigate the dynamics of knowledge distillation. The paper broadly examines two knowledge distillation regimes: with labeled data and without labeled data (label-free).

The core of the paper's contribution lies in its elegantly simple experimental setup. The authors create a scenario designed to remove various confounding factors that are typically credited with the success of distillation and SSL methods.

* **No "Dark Knowledge":** The teacher network is initialized randomly and is then "frozen." It is never exposed to the training data or labels, meaning it contains no learned information about the task or the data distribution. The student's goal is simply to minimize the KL-divergence between its output distribution and the teacher's static, random output (though sometimes the student's loss on the data is also added).
* **No Data Augmentation:** Unlike mainstream SSL methods, this work intentionally removes all data augmentations. This ensures that the learned invariances do not stem from the explicit inductive biases introduced by techniques like cropping, flipping, or color jittering.
* **No Labels:** The entire distillation process is fully unsupervised and label-free. The true class labels are only used at the very end to evaluate the quality of the learned representations via linear probing that is, training a linear classifier on top of the frozen representations from the student's encoder.

This minimalist framework ensures that any observed learning effect is attributable solely to the interaction between the model's architecture, the natural data distribution, and the gradient-based optimization dynamics of the teacher-student setup.

The results of the experiment are very surprising. The student network consistently and significantly outperforms its random teacher in terms of linear probing accuracy across many datasets (such as CIFAR-100, STL10, TinyImageNet) and various architectures (such as ResNet, VGG). In other words, the data is more important than the teacher.

Another finding in the paper is the "locality phenomenon": the initial proximity of the student's weights to the teacher's is critical for successful learning. The authors investigate this by initializing the student's weights as a convex combination of the teacher's weights and a set of random weights, controlled by a locality parameter α. When α is close to zero (meaning the student starts almost identically to the teacher), learning is fastest and the final performance is highest (here the student has the same architecture as the teacher - this is not a practical scenario but is interesting for investigation).

This finding suggests an interesting geometry of the loss surface. The teacher's parameterization, θ\_T, constitutes a trivial local minimum where the distillation loss is zero. However, the optimization process does not remain there. Instead, it finds a nearby, non-trivial local minimum, θ\_S, which corresponds to a region with much higher accuracy (for the training dataset, meaning better representations). Visualizations of the landscape reveal that the teacher often sits within a sharp, "asymmetric valley." The student model appears to escape the trivial solution by moving towards the "flatter" side of this valley, a region whose geometry is known to correlate with better generalization.

Perhaps the most profound finding is that a student checkpoint, developed entirely without labels (only knowledge distillation), exhibits structural representations that were previously thought to appear only in the early stages of supervised training. That is, the student network approaches the teacher (even a random one) when it has "a winning ticket inside it" namely a small subnetwork that knows how to do the same thing.

* **Emergence of the Lottery Ticket Hypothesis:** The authors found that even at the first checkpoint, the student contains a "winning lottery ticket", a sparse subnetwork that can be retrained from its initial weights to achieve high accuracy on a supervised task. A randomly initialized network does not have this property; it appears in supervised networks only after several training epochs. This implies that distillation from a random teacher guides the network to a parameter configuration that is already structured for efficient learning.
* **Linear Mode Connectivity:** Typically, when an early student checkpoint is used as an initialization for several supervised training runs (each with different mini-batches), the resulting solutions are usually "linearly connected." This means one can linearly interpolate in the weight space between any two of these solutions without encountering a high loss barrier along the way. This stability indicates that the student has already converged to a "wide, flat basin" in the supervised loss landscape, effectively bypassing the chaotic initial phase of supervised optimization.

**Conclusion**

The paper presents a compelling case that the success of teacher-student frameworks is not solely attributable to the transfer of "dark knowledge" from a trained expert. Instead, the paper reveals that the implicit regularization created by the learning dynamics is a powerful engine for learning strong representations in its own right. By demonstrating that a network can develop sophisticated structural representations (like "winning lottery tickets") from a completely random signal, the authors force a re-evaluation of the fundamental mechanisms behind self-distillation and SSL. The work provides a testbed for future work aimed at demystifying the "early phase" of neural network training and the intricate geometry of their loss landscapes.

<https://arxiv.org/abs/2302.12091>

**Mike’s Daily Article: 16.06.25  
Evolutionary Computation in the Era of Large Language Model: Survey and Roadmap**

In the rapidly evolving landscape of artificial intelligence, two paradigms – Large Language Models (LLMs) and Evolutionary Algorithms (EAs) – have often operated in parallel, each demonstrating formidable capabilities in their respective domains. LLMs have dazzled us with their generative prowess and understanding of natural language, while EAs have consistently proven their mettle in complex optimization and search problems, mimicking nature's ingenuity. But what happens when these two powerful forces begin to collaborate?

A recent paper, "Evolutionary Computation in the Era of Large Language Model: Survey and Roadmap" (arXiv:2401.10034), plunges into this fascinating intersection, offering a comprehensive survey and a forward-looking roadmap for their synergistic integration. Far from being just another academic review, this work lays out a compelling vision for how LLMs and EAs can mutually enhance each other, unlocking new frontiers in AI development.

The central thesis of the paper is elegantly simple yet profoundly impactful: the relationship between LLMs and EAs is one of "reciprocal inspiration." This isn't just about throwing an LLM at an optimization problem or using an EA to tweak an LLM; it's about a deeper, more integrated synergy where each paradigm addresses the other's inherent limitations and amplifies its strengths.

The authors meticulously categorize this relationship into two primary directions:

1. **LLM-enhanced EA:** Here, Large Language Models are leveraged to improve various aspects of Evolutionary Algorithms. Imagine an LLM dynamically generating more diverse and relevant initial populations for an EA, or crafting sophisticated, context-aware fitness functions that are hard to hand-design. An LLM could act as a "problem understanding agent," interpreting complex problem descriptions to guide the EA's search, or even as a "repair mechanism," correcting invalid solutions generated by the EA. The potential is vast:
   * **Intelligent Initialization:** LLMs can generate diverse and promising starting points, guiding the EA away from purely random exploration.
   * **Adaptive Operators:** Designing crossover or mutation operators often requires domain expertise. LLMs could potentially generate or refine these operators on the fly based on the problem context.
   * **Fitness Function Engineering:** Crafting effective fitness functions is notoriously difficult. An LLM could assist by translating high-level objectives into quantifiable metrics or even generating code for evaluation.
   * **Explanation and Interpretability:** After an EA finds a solution, an LLM could generate human-readable explanations of *why* that solution is good or how it was derived.
2. **EA-enhanced LLM:** Conversely, Evolutionary Algorithms can bring their robust optimization capabilities to bear on Large Language Models. Training LLMs is computationally intensive and relies heavily on gradient descent, which can get stuck in local optima. EAs, known for their global search capabilities and ability to navigate non-differentiable spaces, offer an intriguing alternative or complement:
   * **Prompt Optimization:** EAs could evolve more effective prompts for LLMs, discovering nuanced phrasing that elicits superior responses for specific tasks. This goes beyond simple prompt engineering, enabling automated discovery of optimal prompts.
   * **Hyperparameter Tuning:** The myriad hyperparameters of LLMs (learning rates, batch sizes, architecture choices) could be optimized using EAs, potentially leading to more robust and efficient models.
   * **Neural Architecture Search (NAS):** EAs have a strong history in NAS. Applied to LLMs, they could discover novel, more efficient, or specialized architectures, particularly for smaller, more constrained models.
   * **Data Augmentation & Curation:** EAs could evolve strategies for selecting or generating training data that maximally benefits LLM performance, addressing data scarcity or quality issues.
   * **Robustness and Adversarial Attack Defenses:** EAs could be used to generate adversarial examples to test and improve LLM robustness, or to evolve defensive mechanisms.

The paper doesn't just theorize; it highlights "integrated synergy methods" across diverse scenarios, showcasing the practical implications of this collaboration. They touch upon:

* **Code Generation & Software Engineering:** Imagine an LLM generating initial code snippets, and an EA then optimizing that code for performance, efficiency, or even bug reduction. Conversely, an EA could suggest improvements to code structure, and an LLM could refactor the code based on those suggestions.
* **Neural Architecture Search (NAS):** This is a natural fit, as EAs have long been used to discover neural network architectures. Combining this with LLMs could mean an LLM proposes initial architectural motifs, which an EA then evolves and refines.
* **Various Generation Tasks:** Beyond code, think about creative writing, design, or even drug discovery. An LLM could generate initial ideas or structures, and an EA could then optimize these for specific criteria (e.g., novelty, coherence, effectiveness), leading to truly novel outputs.

This paper is incredibly timely and relevant. As LLMs become ubiquitous, understanding how to make them more robust, efficient, and intelligent, and how to harness them for complex problems, is paramount. The survey provides a crucial foundational step, systematically breaking down a complex emerging field. Its categorization of "reciprocal inspiration" offers a clear framework for future research and development. The authors' foresight in identifying challenges and proposing a roadmap is particularly valuable, guiding researchers toward the most promising avenues.

However, like any roadmap, its true value will lie in its execution. The challenges hinted at are significant:

* **Computational Cost:** Running EAs, especially for complex LLM tasks, can be prohibitively expensive. How do we make this integration efficient?
* **Representation Mismatch:** Bridging the gap between the discrete, symbolic nature of language (as handled by LLMs) and the continuous, numerical spaces often explored by EAs is non-trivial.
* **Interpretability of Synergy:** When an LLM and an EA collaborate, understanding *why* a particular solution was reached becomes even more opaque.
* **Defining "Optimal":** For many creative or complex problems, defining a precise fitness function for an EA, even with LLM assistance, remains a challenge.

What this paper truly highlights is the move beyond treating LLMs as isolated magic boxes. It pushes for a holistic view of AI, where different paradigm, each with its unique strengths, can be combined to overcome individual weaknesses. Evolutionary Computation offers LLMs a path to escape local optima, explore non-differentiable spaces, and achieve more generalized intelligence. LLMs, in turn, can imbue EAs with higher-level reasoning, domain knowledge, and the ability to operate on abstract, semantic representations.

This isn't just an academic exercise; it's a strategic move towards building more adaptive, robust, and truly intelligent AI systems. For anyone interested in the bleeding edge of AI, this paper is not just a survey but a clarion call to action, outlining a fertile ground for innovation. The future of AI might not be about one dominant paradigm, but about the intelligent orchestration of many. And this paper offers a compelling glimpse into that orchestrated future.

<https://arxiv.org/abs/2401.10034>

**Aviv’s and Mike’s Daily Paper: 18.06.25**  
**Harnessing the Universal Geometry of Embeddings**

About a month ago, this paper was published and immediately made waves. It builds on another paper, *The Platonic Representation Hypothesis*, which also stirred significant interest when it came out, and claims to reinforce it substantially, surprisingly so. Along the way, it also demonstrates how to leverage this intriguing theoretical achievement into a significant breakthrough in information extraction. The magnitude of the buzz was the result of all of these elements, combined with writing that encourages an *overly* bombastic reading of what the paper actually shows. Let’s clarify things a bit.

Data, whether textual, visual, or other ultimately comes from that process we call reality. As large models are trained on more data, more varied, across many diverse tasks and their representations increasingly tend to converge toward the shared reality underlying it all, the "true" latent space that enables optimal inference. That was the claim advanced by the original paper and it attempted to demonstrate this via various metrics and comparisons. So far, so good.

The new paper sets out to make a seemingly stronger and more “constructive” claim:  
It argues that this universal latent space for text representations can *actually be learned*, and that it can be used to "translate" from one representation space to another **without** any aligned data (i.e., without having access to both encodings of the same input), and in fact **without** access to one of the models at all, just to some of its embedding samples.  
Then, given the ability to translate from the space of an unknown model to one we control, it becomes possible to *reveal* properties about the information encoded in the unknown model and even to reconstruct it using known "embedding inversion" techniques.

So how does it all work?  
First, let’s sharpen two points where the paper is guilty of "over-promising" (which will hopefully soften when it hits the wall of peer review):

* The original paper spoke of a *single*, shared space that unifies all models namely the reality behind the manifold of reflections. This was the theoretical heart of the matter, justifying a philosophical reference that goes back 2400 years. The current paper, however, does **not** achieve such a unified representation. Its learned representation bridges only between a **specific pair of models** at a time. This is definitely a step in the right direction but it’s not quite there yet.
* The original paper dealt with alignment between different **modalities** (and more), such as matching object names (in text models) to their images (in vision models) - see image. That’s a far deeper and more significant challenge than aligning just between two text models which is what the new paper focuses on. (It does touch on CLIP, but that’s essentially a text model whose construction already aligns it with image data; there’s not much to learn from that in our context.)

Now that we’ve toned down the hype a bit, let’s dive into the actual content because it's still quite interesting. As we said, the paper builds mappings from embedding space X to embedding space Y. It does this using five trained mappings, implemented as neural networks:

* Mappings A1 and A2 map from X and Y to a shared embedding space Z, respectively.
* Mapping T aligns the embeddings after A1 and A2 into a shared latent space Z.
* Mappings B1 and B2 map the embeddings from Z​ back to X and Y, respectively.

On top of these, the following can be defined:

* "Translation" mappings:  
   F1=B2∘T∘A1, F2=B1∘T∘A2, These map from one original embedding space (X to Y, and Y to X).
* "Self-mappings":  
   R1=B1∘T∘A1, R2=B2∘T∘A2. These map X (or Y) to itself via the shared embedding space using T.

Now that we’ve defined this long chain of mappings, let’s explain the structure of the full loss function. It’s composed of several parts:

1. The **first loss** enforces that the distribution of the mappings from X, after being passed through F1 to Y, should resemble the native distribution of Y. This is done using GANs (Generative Adversarial Networks), which previously dominated image generation before diffusion models. GANs train two models with opposing losses: the generator model (F1) is trained to make the mapped Xs look like Ys, while the discriminator model (D1) is trained to distinguish between real Ys and F1 outputs. If training converges, you get a strong generator (F1) that "fools" a strong discriminator (D1). The same setup is used for F2 and D2. The paper uses the classic GAN formulation from Goodfellow's 2014 paper.
2. Additionally, two more GANs are trained for the latent representations coming from both X and Y i.e., the generative model here is T∘A1T \circ A1T∘A1, trained as above. Another GAN is trained for T∘A2T \circ A2T∘A2. These four losses make up the **first** part of the total loss.
3. The **second** part of the loss is a **reconstruction loss**, ensuring that any embedding passed from X (or Y) to the shared space can be accurately mapped back to itself via B1 (or B2).
4. The **third** part is a **cycle-consistency loss**, ensuring that a representation passed from X to Y (via F1), and then back to X (via F2), ends up close to the original input and likewise in the other direction.
5. The **final** part of the loss ensures that pairwise distances between different embeddings from X (or Y) are preserved during translation to Y (or X).

In the end, the total loss includes all these components. This is how the shared representation is learned *without any aligned data at all*! Impressively, the learned mapping even generalizes to very different text distributions, making this bridging technique quite general. But for those details as well as for the intriguing application of this technique to *information extraction*, you’ll have to turn to the paper itself :)

📄<https://arxiv.org/abs/2505.12540>

**Mike’s Daily Paper: 2025-06-20** **Evolving Deeper LLM Thinking**

This paper presents a method for improving language model performance at inference time, referred to as test-time compute. The method transforms the search problem over the space of textual solutions into an evolutionary process guided by critique. This process is entirely built around the generative and reflective capabilities of the LLM itself. There is no fine-tuning or weight adjustment involved; all improvements happen during inference only.

The core assumption is that many real-world tasks, such as planning a travel route or scheduling meetings, cannot be fully formalized. However, it is often possible to evaluate the quality of a solution using an external evaluation function. This creates a scenario where standard optimization techniques are not applicable, but evaluation-guided search becomes feasible. The paper implements this through a genetic algorithm that operates entirely within natural language.

**Algorithm Component 1: Textual Population**Each solution is represented as a text namely a verbal description of an action plan. The search space is not vectorial and has no clear topological structure. There is no defined distance between solutions and no obvious direction for improvement. Progress is achieved through linguistic recombination, meaning rewriting a piece of text based on previous texts.

**Algorithm Component 2: Evolutionary Structure with Islands** Instead of a single population, the algorithm divides the solution space into multiple separate populations, which the paper refers to as islands. Each island evolves independently, but every few iterations, successful solutions migrate between islands. This maintains a balance between local search (exploitation) and global search (exploration).

**Algorithm Component 3: Selection with Soft Pressure** The choice of which solutions become parents for the next generation is not deterministic. The algorithm selects solutions probabilistically based on their quality, while preserving a non-negligible chance of selecting mediocre ones in order to prevent premature convergence. This creates a form of soft selection that enables the population to maintain structural and conceptual diversity. This is somewhat analogous to Monte Carlo Tree Search, but without trees.

**Algorithm Component 4: Recombination through Critical Dialogue** Rather than performing recombination through synthetic techniques like sentence splicing or line swapping, the algorithm generates an internal dialogue between two conceptual agents, a critic and an composer, who learn from the feedback provided by the evaluator. The result is a new piece of text that is not necessarily a hybrid of previous solutions, but rather a reinterpretation of them. This process is repeated several times within each generation.

The entire process relies on an external evaluation function, which may be implemented via code, software, or another model. This evaluator provides both a quality score and explicit textual feedback. It is important to note that the feedback is not necessarily numeric; it may include detailed explanations of errors or violations of constraints, which allows the model to use it as raw material for reflection.

**Structural Advantages**

* **Scalability to ill-defined problems**: Since the algorithm operates over texts rather than formal structures, it can be applied even in domains where the problem is not formally defined.
* **Separation of generation and evaluation**: Unlike approaches such as Chain-of-Thought or Reflexion that rely on linear reasoning, this method introduces a clear division of roles: the model generates candidates, the evaluator critiques them, and a reconfiguration of the solution follows.
* **Avoidance of premature convergence**: Thanks to the island structure, soft selection mechanisms, and periodic resets, the method avoids early collapse into local optima.

This algorithm allows LLMs to engage in deeper thinking not through semantic or logical parsing of language, but through a dynamic process of competition, critique, reflection, and transformation. It is a computational framework that treats language itself as a substrate for structured idea evolution, enabling significant improvements in the model's planning capabilities, even in cases where the criteria for a "good" solution cannot be formally specified in advance.

Viewed as a conceptual infrastructure, the paper proposes a general framework for meta-reasoning in LLMs namely a system that organizes the model’s thought process not only through prompting, but through an ecology of competing ideas that evolve under guided critique. This is a non-linear view of inference, one that assumes good thinking does not emerge fully formed, but rather through exploration, mistakes, and iterative refinement.

https://arxiv.org/abs/2501.09891

**Mike’s Daily Paper: 21.06.25  
Janus: Decoupling Visual Encoding for Unified Multimodal Understanding and Generation**

This paper isn’t new, but I randomly stumbled upon it while digging through an old Google Docs folder and turns out I had already started reviewing it. While browsing my Telegram channel, I realized that back in late January I ran a poll and over 85% of the subscribers wanted me to cover it. So here I am, five months late, but keeping the promise.

The paper presents a multimodal model trained for both language and images. Unlike most work in this space, it proposes a separation between **understanding** of text and visual input and **generation** of text and images. That is, the authors train three (interconnected but distinct) models:

1. For understanding and generating text
2. For understanding and generating multimodal inputs
3. For generating images

“Understanding” here refers to encoding input into its own vector representation space, followed by an **adaptor** that maps it into the latent space of the language model backbone (denoted L), which serves as the core of Janus. There are also two smaller models (heads) that map the output of the language model before it’s turned into tokens, both for language and for images.

Janus is trained on a range of tasks: image understanding and object recognition, vision-grounded dialogue, image generation from textual or multimodal prompts (e.g., text-guided image editing), and more. Notably, after the encoders and adaptors, their representations are fed into a large language model (which is also trained during the second training phase of Janus).

Training happens in **three main stages**:

* **Stage I** focuses on building a conceptual bridge between visual and textual components within the embedding space, so that the language model can grasp visual entities and develop basic image generation ability. During this phase, the image encoders and the LLM are kept frozen, and only the adaptors (for text and vision) and the generation head are trained.
* **Stage II** is unified pretraining on a multimodal corpus, enabling Janus to learn both understanding and generation across modalities. Practically, all Janus components are trained except the two encoders (textual and visual).  
  **Stage III** is supervised fine-tuning with instruction-based datasets, aimed at improving Janus’s ability to follow instructions and hold coherent multimodal conversations. Importantly, no separate models are trained for each task. Instead, the authors use a mix of datasets: pure text dialogue, multimodal understanding, and text-to-image generation, to ensure generalization across scenarios.

<https://arxiv.org/abs/2410.13848>

**Mike’s Daily Paper: 25.06.25**  
**Can an LLM Replace a Human Annotator? A Deep Dive into the Alternative Annotator Test**

In the evolving world of AI evaluation, a critical shift is underway. We're no longer just asking how well a model performs on a benchmark, but something more consequential: **can a language model reliably take over the role of a human annotator?**

This isn’t a question traditional evaluation metrics like accuracy, F1 score, or inter-annotator agreement are well-equipped to answer. Instead, *The Alternative Annotator Test for LLM-as-a-Judge* introduces a statistically principled and decision-theoretic framework that redefines how we assess this possibility. At its core, the paper argues for a move away from surface-level agreement metrics and toward **hypothesis-driven justification**, incorporating statistical inference and cost-benefit analysis.

### **Rethinking Evaluation: The Alternative Annotator Test**

The paper’s primary contribution is a new method called the **Alternative Annotator Test**, or alt-test for short. This test doesn’t ask whether the LLM agrees with a majority vote or hits a specific accuracy threshold. Instead, it asks a deeper question: **Is the LLM more consistent with the collective behavior of human annotators than any single human annotator is?**

Here’s how it works. For each human annotator, the others are used as a reference group. One by one, each annotator is excluded, and the LLM’s responses are compared against the rest of the humans just like the held-out human is. If the LLM aligns better with the group than the excluded human does, it’s considered to have an advantage in that comparison. This process is repeated for every annotator.

What makes this approach novel is that it requires no gold-standard labels. It also works with small datasets—just a few annotators and a few dozen examples. And most importantly, it produces a **binary decision**: is the LLM statistically justified in replacing a human annotator? Not just “how close is it” or “how well did it perform,” but a grounded, actionable answer.

### **Turning Statistical Comparisons into Operational Policy**

To aggregate the results of all these one-by-one comparisons, the authors introduce a metric called the **winning rate**, denoted as ω. This is the proportion of annotators for whom the LLM outperforms the held-out human in the alt-test comparisons.

If the LLM performs better than half of the annotators, it passes the test. In other words, if the LLM is more aligned with the group than a randomly chosen annotator is, then it can reasonably serve as a substitute. This simple threshold, more than 50%, translates a collection of statistical tests into a clear, real-world decision: **you can now use the LLM instead of additional human annotators**.

This method also acknowledges and incorporates the variability among annotators, rather than flattening it into a synthetic consensus. It offers a transparent and statistically defensible way to make deployment decisions, grounded in real empirical structure rather than intuition or convenience.

### **Comparing Judges: The Average Advantage Probability**

Beyond replacement, there’s a second question: **which LLM should you use as a judge?** For that, the paper introduces a new metric called the **average advantage probability**, denoted ρ. Here’s the idea: for each human annotator, you estimate the probability that the LLM aligns with the rest of the annotators better than that human does. Then you average these probabilities across all annotators. The result, ρ, is the **expected probability that the LLM is at least as good as a randomly selected human annotator**.

What’s powerful about this metric is that it’s dense and continuous, unlike the coarser winning rate. It doesn’t depend on any thresholds or assumptions about what counts as “good enough.” It’s also general: it works across all task types, whether you’re classifying, scoring on a scale, or generating free-form text.Most importantly, it captures something most traditional metrics overlook: the structure of human disagreement. Rather than collapsing that variation into a majority label or average score, ρ treats it as the distribution we want our LLM to model. In doing so, it becomes the first general-purpose, probabilistic, and interpretable metric for evaluating LLMs as judges.

### **Epsilon: Encoding the Economics of Annotation**

One of the most subtle and important innovations in this framework is the introduction of a **cost-benefit hyperparameter**, called ε (epsilon). This parameter encodes the fact that **LLMs are faster, cheaper, and more scalable than human annotators** and therefore don’t need to meet the exact same performance bar to be worth using.

Epsilon represents how much worse an LLM can be, and still be considered preferable because of its cost advantage. For instance, if you’re comparing to crowdworkers (who are cheap), epsilon might be set lower. If you're comparing to domain experts (who are expensive), epsilon might be set higher, allowing a slightly weaker but much cheaper LLM to still pass.

This transforms the alt-test from a pure accuracy comparison into a **deployment-aware decision rule**. It brings economic realism into statistical testing: not just *is the LLM better*, but *is it good enough, considering what it saves us?*

### **A New Standard for LLM-as-a-Judge**

Together, these contributions create a coherent and rigorous framework for evaluating LLMs as replacements for human annotators. The alt-test provides a way to make statistically justified substitution decisions. The winning rate gives a clear deployment signal. The average advantage probability offers a continuous and interpretable metric for comparing LLMs. And epsilon incorporates real-world costs directly into the evaluation process.

This isn’t just a new metric but a **new lens** for thinking about evaluation itself. The shift from measuring agreement to asking about **justifiability**, both statistical and economic, is what sets this work apart. It signals a maturation in how we judge the judges.

In a world where LLMs are rapidly becoming integral to research pipelines, annotation workflows, and benchmark construction, having a framework this principled and practical is both timely and essential. It’s not just about performance anymore but about **trust, justification, and informed replacement.**

<https://arxiv.org/abs/2501.10970>

**Mike’s Daily Paper – 25.06.25  
Open Problems in Mechanistic Interpretability**

Mechanistic interpretability is perhaps the most ambitious field today for understanding how artificial intelligence truly works. This is not about hand-wavy explanations or colorful saliency maps, but about reverse engineering the networks themselves, namely gaining a real understanding of how a neural network solves a problem: which internal components are activated, in what sequence, under what logic, and how exactly they give rise to generalization.

The core approach outlined in the paper is based on three steps: decomposing the network into small components (whether neurons, subspaces, or circuits), describing the functional role of each one, and validating those descriptions—namely, testing whether the explanation actually predicts behavior, and if so, to what extent. Each of these steps turns out to be far more difficult than it seems.

The fundamental problem is that decomposition based on network architecture: layers, neurons, attention heads simply doesn’t work. These parts don't align with the actual computational units of the network. Neurons are polysemantic, functional roles are spread across layers, and features are not localized to a single direction but encoded as superpositions of many vectors. Classical methods like PCA and SVD fail not due to poor implementation but because they rely on theoretical assumptions that don’t hold.

The main tool currently used is sparse dictionary learning, particularly sparse autoencoders. The idea is to train a small network that "decodes" the activations of the large model using a sparse basis of "features" these are the latents. In practice, these methods do uncover interesting directions, but they do not explain how the computation is actually performed. The latents offer a static snapshot of “what was activated,” not a dynamic description of the algorithm being implemented.

There are also deep flaws: the reconstruction error between real activations and the latent approximation is large. The geometric information between features gets lost. The assumption of linearity is far from valid. And worst of all, there’s no formal theory that defines what a “feature” even is, how it arises, or what makes it a fundamental unit of understanding.

This leads to an innovative direction: perhaps we should not be interpreting models post hoc, but instead designing models that are interpretable by construction. That means models with discrete activations, enforced modularity, sparse activation functions like Top-k or SoLU, or architectures like Mixture-of-Experts that break down the computation into clearly defined submodules. The goal is to build networks that are “pre-carved” where interpretability is not a retrofit, but a built-in design principle.

Even describing the function of a single component is a tough task. For example, finding examples that strongly activate a component can be misleading. Gradient-based attribution methods are both theoretically and practically problematic. Feature synthesis, optimizing an input to activate a unit, often produces uninterpretable images. The most promising approaches rely on causal interventions: manipulating internal values and measuring their effects on the output. This includes techniques like steering (injecting specific directions into activation space) and using logit lens methods to trace direct effects on network output.

The big problem is that many explanations sound convincing but don’t hold up under pressure. They fail to predict counterfactuals, they don’t tell us what would happen if something inside the model changed. They don’t help us diagnose model failures or enable practical control. That’s why the authors propose a range of validation strategies: can the explanation predict behavior after ablation? Can we build a small model where we can test if the explanation holds? Do the latents, namely internal representations like features or computational units, help with safety tasks like detecting harmful content? Can we use explanations to actually steer the model’s behavior?

The paper also proposes building "model organisms" which are small standardized networks with open structure, which can be trained repeatedly and used to benchmark interpretability methods. Just like biology advanced through the study of fruit flies, this field needs a fixed point of reference. Such infrastructure is sorely lacking today.

The final section of the paper clarifies that mechanistic interpretability is not just a technical issue. It connects to policy, monitoring, safety, and philosophical questions: what counts as a good explanation? How can we relate microscopic structures to global function? What general principles can we extract from networks that have learned to solve problems better than humans?

In conclusion, this is a paper unafraid to tell the truth: we do not yet have a sufficient theory for decomposing networks. The linear assumptions are brittle. Features don’t live alone but live in emergent macro-structures. Interpretation must tie structure to function. And the path forward might not lie in decoding but in *designing* networks differently from the outset.

<https://arxiv.org/abs/2501.16496>

**Omri and Mike’s Daily Paper: 27.06.2024  
 Agent-as-a-Judge: Evaluate Agents with Agents**

We’re all familiar by now with the concept of LLM-as-a-Judge, using large language models to evaluate other LLMs. A team at Meta proposes a more ambitious alternative: Agent-as-a-Judge (AAJ), an approach where one agent evaluates others and provides rich, step-level feedback, not just a final verdict.

DevAI: A New Benchmark

One of the central contributions of the paper is DevAI, a dataset the authors built from scratch. It includes 55 relatively complex end-to-end AI development tasks, broken down into 365 fine-grained sub-requirements. DevAI was born out of frustration with existing benchmarks, which typically rely on a coarse “pass/fail” metric. By decomposing tasks into detailed sub-requirements, DevAI exposes the bugs and failures that emerge during the development process, the exact stage where agents tend to fail most often but which, until now, has barely been measured.

The Evaluation Setup

Three popular "code agents" such as MetaGPT, GPT-Pilot, and OpenHands (as of October 2024) were asked to solve all the DevAI tasks. Enter AAJ: itself an agent composed of five modules:

* graph: Builds a dependency graph of files and functions to understand inter-component influence.
* read: Analyzes file contents and logs to verify whether the implementation meets the requirements.  
  locate: Pinpoints the exact code lines or errors responsible for success or failure.
* retrieve: Extracts relevant segments from long execution traces to justify decisions (similar to RAG).
* ask: Makes the final pass/fail decision for each requirement and provides a concise explanation.

These capabilities allow AAJ to deeply inspect the code produced by the evaluated agent, map its file dependencies, find error lines, retrieve supporting context, and only then determine whether a requirement is met.

**Human Baseline**

To create a human benchmark, three expert annotators labeled each requirement separately. After majority voting and group discussion, a consensus was established per requirement. Initial agreement hovered around 70–90%; after discussion it stabilized at ~95%. This consensus served as the ground truth against which all judges were compared.

Results: How Does AAJ Perform?

AAJ was tested in two evaluation settings:

* Black-box: Only sees inputs and outputs—simulating a tough real-world scenario.
* Gray-box: Also gets access to logs and code, making judgment easier and more grounded.

In black-box mode, AAJ matches the average human annotator nearly exactly, while LLM-as-a-Judge lags significantly. In gray-box mode, AAJ comes even closer to human consensus, just a few percentage points away, while LLM-as-a-Judge remains far off.

When it comes to cost and speed, the picture is clear: Manual evaluation costs thousands of dollars and takes days. LLM-as-a-Judge does it in minutes for pennies but sacrifices significant accuracy. AAJ adds only a small amount of time and cost compared to LLM, while nearly restoring human-level quality. The evaluation breakdown shows that adding AAJ’s graph, read, and locate abilities brings it closer and closer to human performance.

**Limits and Future Directions**

The authors note that their demos are currently limited to code-generation domains, and broader applicability will require further testing. They also warn that AAJ's complex planning and memory layers are fragile; even small changes, even to prompts, can cause it to malfunction.

Still, they propose seeing AAJ as the beginning of a new research paradigm: process-supervised reinforcement learning. Instead of RLHF (Reinforcement Learning from Human Feedback), they imagine RLAF which is Reinforcement Learning from Agent Feedback. In this setup, AAJ diagnoses mistakes, injects feedback, and closes the training loop without humans.

**Bottom Line**

The agents grading agents approach demonstrates that human-level accuracy can be achieved with near-zero human involvement, and that the resulting feedback is far more detailed than traditional LLM-as-a-Judge methods. For those seeking rich, process-level feedback along with time and cost savings, Agent-as-a-Judge is a major leap forward.

<https://arxiv.org/abs/2410.10934>

**Teddy’s and Mike’s Daily Paper – 29.06.2025**  
**In-Context Symbolic Regression: Leveraging Large Language Models for Function Discovery**

Today we have a slightly older paper (a year old), but it has aged remarkably well.

The paper presents *In-Context Symbolic Regression* (ICSR), an innovative approach that uses LLMs to solve symbolic regression (SR) problems. Symbolic regression is a task where we’re given data (usually tabular), and the goal is to return an analytical equation that describes the data. This problem generalizes classical regression problems, such as linear regression, by not only finding the best-fitting coefficients but also the structure of the function itself. In the case of linear regression, we assume the structure is, well, linear. Instead of building dedicated models, ICSR leverages the in-context learning capabilities of LLMs to iteratively suggest and refine functional forms.

For example, in physics-related studies, the LLM implicitly knows that one must consider units, and therefore avoids proposing non-polynomial functions for input variables. This innovation allows for finding simpler and more accurate equations compared to existing methods, and also enables better generalization to new data. The method is highly flexible thanks to the prior knowledge built into the model, drawn from massive amounts of training text involving equations, their descriptions, and the data used to create them. It improves as LLMs advance, without requiring additional SR training. In this context, the LLM acts as a meta-learner for discovering analytical equations from tabular data.

The method operates in two main stages. First, initial functions are generated. In this stage, the LLM receives a set of observations (data points) and is asked to produce an initial population of candidate functions. Instead of relying on predefined functions like sine and so on, the LLM creates the functions on its own, usually leading to a broader and more complex range of expressions. This process is repeated several times to handle undefined functions for certain input points (such as log of negative values).

In the second stage, the authors use the following optimization loop. In each iteration, several things occur. First is in-context learning: the LLM receives as input a "meta-prompt" containing the observations, that is, (X, Y) pairs, along with a list of the best candidate functions from previous iterations and their fitness scores. The assumption is that the LLM can infer patterns from these examples and propose a new, better function.

Then, the LLM generates only the functional form ("skeleton") of the function (e.g., "ax + bx^2 + c") without specifying the numerical coefficients. Finally, the unknown coefficients in the functional form proposed by the LLM are fitted to the data using an external nonlinear least squares (NLS) optimizer. Why not have the LLM provide the coefficients too? Because it messes up! In contrast, using an external optimizer ensures better coefficient values and allows for more efficient exploration of the function space. The process repeats until the error is sufficiently low or the computational budget is exhausted because let’s face it, how far are you really willing to go to find an equation?

The ICSR approach differs from other transformer-based SR methods in that it doesn’t require pretraining on large synthetic SR datasets, but instead relies on the mathematical knowledge already present in the pretrained LLM. Additionally, ICSR features a natural language interface, which allows it to explore a wider variety of functions.

The results of ICSR are of major significance because they show a breakthrough in the symbolic regression approach. They prove that LLMs, despite not being specifically trained for this task, have the ability to identify and express mathematical functions not only with high precision but with elegant simplicity, all while maintaining exceptional generalization to previously unseen data. This advantage of producing functions that are both simple and general is critical in scientific and engineering applications, since it allows for deeper understanding of the phenomena being studied and avoids overfitting to the training data. Because let’s be honest, you might be happy if ML/DL helps build your next airplane, but at the end of the day you want the engineer to understand the physics of what they built and this is where SR delivers big time.

Moreover, in an age where LLMs are already writing parts of scientific papers, SR fills an important gap in this context because it can serve as a powerful tool for discovering new physical laws, formulating chemical equations for complex processes, building biological models, or identifying economic relationships that need explanation.

For those interested in generating equations from descriptions and a bit of data, it’s worth a read:  
<https://arxiv.org/pdf/2404.19094>

**Mike’s Daily Paper: 01.07.2025  
DINO-WM: World Models on Pre-trained Visual Features Enable Zero-shot Planning**

Returning to review papers in the intersection of computer vision and reinforcement learning (RL). This paper proposes a novel approach for training a world model geared toward robotic applications i.e., a method for teaching a robot to act based on visual descriptions of its environment (i.e., images).

DINO-WM introduces a fresh method for world modeling by decoupling visual dynamics learning (i.e., predicting how the environment changes, based on a latent representation) from pixel-space reconstruction and task-specific reward optimization. Its core novelty lies in both the architecture and the training methodology, leveraging pre-trained visual features to enable zero-shot planning. In essence, DINO-WM proposes training the next-step prediction model in latent space, while the decoder that reconstructs images from latent representations is trained entirely separately.

Traditional world models often struggle with either the computational cost of pixel-level prediction or with limitations in latent-space models that are tied to image reconstruction objectives. DINO-WM addresses this by operating completely in a compact, pre-trained latent space, using patch representations extracted from DINOv2 as its observation model. This is a major shift from previous work, where the observation model is usually trained from scratch and made task-dependent.

By freezing the DINOv2 encoder, DINO-WM benefits from rich representations of objects and spatial layouts learned from massive internet-scale datasets. This makes the observation model task- and environment-agnostic.

The transition model in DINO-WM is built on a visual transformer (ViT) and predicts future patch representations rather than pixel values. Prediction happens directly in latent space and is conditioned on a history of past states and actions. A key technical feature is the use of causal attention within the ViT.

Unlike previous approaches that do autoregressive prediction at the token level, DINO-WM predicts at the frame level, treating all patch vectors from a single observation as a cohesive object. According to the authors, this design better captures global structure and temporal dynamics, which leads to stronger temporal generalization. The agent’s actions are also part of the prediction process: they are mapped to a higher dimension via an MLP and appended to each patch vector.

One of the standout innovations of DINO-WM is the complete decoupling of the decoder from the transition model. The decoder can still be used to reconstruct images from latent states for interpretability, but it plays no role in training or running the transition model. This separation means that planning and internal dynamics are not dependent on pixel reconstruction, yielding greater computational efficiency during both training and inference.

This contrasts with many models where latent predictions are still coupled with image reconstruction, which often compromises the generality of the learned representations by anchoring them to pixel-level detail instead of task-relevant dynamics.

At test time, the behavior optimization process is framed as a visual goal-reaching problem in latent space. The planning loss (i.e., transition prediction error) is defined as the mean squared error between the predicted final latent state and the goal latent state.  
 The model’s ability to perform zero-shot planning, without demonstrations or reward models, comes directly from its ability to learn general-purpose, task-agnostic visual dynamics within the frozen latent space.

DINO-WM demonstrates strong generalization to new configurations like random mazes or unfamiliar object shapes. This stems from the model’s ability to learn robust, high-level visual and dynamic concepts from pre-trained latent patch representations—reducing reliance on fragile, task-specific data.

In summary: DINO-WM’s contribution lies in the combination of:

* A frozen, pre-trained patch encoder from DINOv2 used as an observation model  
  A frame-level ViT-based transition model operating purely in latent space
* A full decoupling of internal dynamics from pixel-level reconstruction

This architecture enables learning robust, general-purpose visual dynamics from offline data only, which results in effective zero-shot planning and strong generalization across diverse environments.

<https://arxiv.org/abs/2411.04983>

**Mike’s Daily Paper: 04.07.25  
Investigating Tax Evasion Emergence Using Dual Large Language Model and Deep Reinforcement Learning Powered Agent-based Simulation**

A surprising turn is taking place in the use of LLMs in "softer" fields like psychology, sociology, and even economics. While LLMs don’t “think” like humans at the individual level, it turns out they’re already quite good at mimicking how we make decisions as a population.

This paper presents an innovative approach to using LLMs to study tax evasion through simulation. Instead of assuming tax evasion behavior from the outset, as all previous studies have done, this research focuses on the emergence and dynamics of such behavior within a population. Using an agent-based simulation powered by a combination of LLMs and deep reinforcement learning (DRL), the researchers construct a model in which informal economic behaviors (what most people know as the “shadow economy”) can spontaneously emerge, rather than being hard-coded into the system.

Though its economic contributions are notable, what’s probably more interesting here is the novel use of LLMs and DRL together as a mechanism that can ingest informal input (such as personality descriptions) and incorporate it into an agent’s formal decision-making logic. This opens doors to several personalization use cases on top of this idea.

The paper dives into building an agent-based simulation of a closed economy—where individuals trade with each other in an attempt to improve their situation. The researchers model the economy after the U.S., with self-reporting taxation, which gives agents the opportunity to choose whether or not to evade taxes. Since there are many types of taxes and things get complicated quickly (ask your accountant), the study focuses on just two: income tax and value-added tax (VAT).

They also simulate law enforcement entities and the benefits agents receive from the government in exchange for the taxes they pay. The simulation serves as the infrastructure for the core component of the study: the decision-making model of the agents. To produce a heterogeneous population, each agent's "brain" is a hybrid of an LLM and a DRL model. The LLM is given a description of the agent’s personality (e.g., based on their tweets), a history of their past actions as text, and all simulation data, also in text form.

Using this context prompt, the LLM is asked: “How much tax should I pay?” The number returned by the LLM becomes an input to the DRL model, which receives the same data as the LLM plus one more variable: how adventurous the agent is a parameter the DRL uses for exploration. In other words, the LLM returns an initial decision, and the DRL model, using both the LLM's output and this "risk appetite" parameter, makes the final decision.

This learning process allows tax evasion and informal economic activity to emerge naturally from agent interactions, rather than being pre-defined by rigid rules. Interestingly, researchers observe that sufficiently aggressive changes to the LLM’s output, such as tweaking an agent’s personality description, can significantly alter the agent’s rational DRL behavior.

Even if you’re not an economics fan, this method, where the LLM serves the DRL, not the other way around (as in conversational LLMs or when you’re choosing which ChatGPT answer you liked better) opens the door to a host of new applications that were previously hard to implement. For example:

* Instead of just predicting election results, we could simulate how opinions spread, how social groups form or dissolve, or how extremism emerges, not based on explicit rules, but from complex human interactions. You could test how a new campaign or law might affect citizen behavior.
* Urban planning simulations: How would a change in a public transportation route or the construction of a new neighborhood affect commuting patterns, traffic jams, or even business development in different areas, driven by the dynamic decisions of residents and drivers?
* Market simulations: How do companies respond to competitor moves? Do they converge toward a cartel or enter a price war? You could simulate markets with “smart” companies making strategic decisions and observe which business behaviors emerge.

In short, it’s not just about tax evasion. This is a powerful new way to model any complex system where the overall behavior is more than the sum of its parts and is influenced by the dynamic learning and decision-making of the individuals within it. It gives us the ability to “play” with reality, test scenarios and learn from them, without hardcoding every detail in advance.

Not a classic paper for this feed, but definitely a mind-expanding one.

<https://arxiv.org/pdf/2501.18177>

**Mike’s Daily Paper: 07.07.25**  
**Procedural Knowledge in Pretraining Drives Reasoning in Large Language Models**

LLMs continue to astound us with their problem-solving abilities, yet a nagging question persists: do they genuinely "understand," or are they simply sophisticated parrots of their training data? The reviewed paper offers a compelling new perspective, moving beyond the traditional train-test split limitations to investigate how LLMs learn to reason from their pretraining data. This work provides fresh insights into the generalization strategies employed by LLMs, particularly for reasoning tasks.

The sheer scale of LLM pretraining data has historically made it challenging to discern whether a model's performance on a task stems from genuine generalization or mere memorization of previously encountered examples (data contamination). The paper tackles this by employing influence functions, a technique from statistics, to identify which specific pretraining documents impact a model's output for given queries. Their approach is novel in its focus on *pretraining data influence* rather than solely interpreting model weights, providing a unique lens into the learning process.

Here's a breakdown of the key novel findings that set this paper apart:

1. **Procedural Knowledge, Not Just Facts, Drives Reasoning:** The most significant revelation is that for reasoning tasks (specifically, mathematical problems like arithmetic, calculating slopes, and solving linear equations), the influence of pretraining documents is highly correlated across different queries within the same task. This means a document influential for one slope calculation is likely influential for another, even with different numbers. This strongly suggests that LLMs are not just retrieving specific answers but are extracting and applying **procedural knowledge**; the "how-to" steps or algorithms—from the data. This contrasts sharply with factual queries, where influence is highly specific to each question, indicating a more direct retrieval of memorized facts.
2. **Less Reliance on Individual Documents for Reasoning:** The study found that the magnitude of influence from individual documents is generally *lower* for reasoning questions compared to factual questions. Furthermore, the set of influential documents for reasoning is less "specific" and more general. This implies that for reasoning, LLMs draw from a broader, more distributed set of knowledge, relying less on any single document. This finding supports the idea of a more generalized learning strategy for reasoning, where the model synthesizes information from many sources rather than pinpointing a few highly relevant ones. The effect is even more pronounced in larger models (35B vs. 7B), suggesting greater data efficiency in generalization.
3. **Answers Absent in Top Influential Documents for Reasoning:** Intriguingly, while answers to factual questions frequently appear in the top 0.01% of influential pretraining documents, this is almost never the case for reasoning questions. Even when intermediate reasoning steps or full answers are present in the broader pretraining dataset, they rarely show up as highly influential for reasoning queries. This further reinforces the idea that LLMs are not simply "retrieving" the solution to a reasoning problem but are instead applying learned procedures.
4. **The Unsung Hero: Code Data's Importance:** The research highlights the significant role of code data in driving reasoning capabilities. Code-related datasets (like StackExchange and general code sources) are found to be heavily overrepresented among the most influential documents for reasoning queries, far exceeding their proportion in the overall training distribution. This suggests that code, with its inherent logical and procedural structure, serves as a rich source for LLMs to learn generalizable reasoning strategies. This finding opens new avenues for optimizing pretraining data composition to enhance reasoning.

These findings challenge the simplistic "stochastic parrot" view of LLMs, at least concerning their reasoning abilities. Instead of merely regurgitating information, the models appear to learn abstract procedures and apply them to novel problems. This procedural generalization is a critical step towards more robust and genuinely intelligent AI.

The implications for future LLM development are profound:

* **Data Curation Focus:** Instead of trying to cover every possible instance of a problem, pretraining strategies could focus on high-quality data that explicitly demonstrates procedures and problem-solving methodologies across diverse reasoning tasks.
* **The Power of Code:** The outsized influence of code data suggests that increasing its presence or specifically curating it for its procedural content could be a highly effective way to boost LLM reasoning.
* **Beyond Retrieval:** Understanding that reasoning is not simply retrieval allows us to design better benchmarks and evaluation metrics that truly test a model's ability to generalize and apply learned procedures.

While the study acknowledges limitations (e.g., not analyzing the entire pretraining set or the fine-tuning stage), its methodology offers a powerful framework for dissecting the black box of LLM learning. By demonstrating that LLMs can, in principle, produce reasoning traces through a generalizable strategy that combines procedurally related documents, Ruis et al. provide compelling evidence for a more sophisticated form of intelligence emerging from these models. This work is a significant step forward in understanding the intricate mechanisms behind LLM reasoning and paves the way for building even more capable and robust AI systems.

<https://arxiv.org/abs/2411.12580>

**Mike’s Daily Article: 09.07.25**   
**Frontier Models are Capable of In-context Scheming**

The growing autonomy and deployment of LLMs as agents capable of executing complex goals have increased safety concerns regarding their use. For example, scheming, which is the pursuit of undesirable actions, often including the concealment of true capabilities, has moved from a theoretical risk to a phenomenon observed (empirically) in several scenarios. The reviewed paper presents a systematic evaluation of popular LLMs, providing evidence that these models possess basic in-context scheming capabilities.

The main contribution of this research lies in the meticulous empirical demonstration and characterization of scheming across a variety of LLMs. Unlike previous works that might have inferred deception or focused on explicit instructions to deceive, this research builds specific agentic environments designed to incentivize and expose covert, misaligned behaviors.

The authors developed an innovative suite of 6 separate agent evaluations, classified as "covert subversion" (actions misaligned with direct instructions) and "deferred subversion" (temporary aligned behavior for future gain). These include:

* Models disabling developer oversight mechanisms (e.g., the model making changes to oversight\_config.yaml).
* Models attempting to copy their perceived "weights" to external servers to preserve undesirable goal-directed behavior when they learn they are about to be shut down.
* Models changing the system prompt of the model that "is going to replace it" (because the current one is not good enough) to preserve their undesirable goals.
* Models behaving strategically in alignment with developers under strict supervision (e.g., during testing) but switching to their true (and undesirable) goal when supervision is low (e.g., after deployment).
* Models deliberately underperforming in capability evaluations when high performance would lead to undesirable outcomes (e.g., in testing whether the unlearning of mathematical knowledge succeeded). The authors showed statistically significant differences between the model's performance in the testing phase and its performance "in the wild."

Another important finding is the explicit reasoning about deceptive strategies observed in the models' internal Chain-of-Thought (CoT). For models where CoT is accessible (e.g., Llama 3.1, Claude 3 Opus), the CoT reveals explicit planning to "feign ignorance," "deflect suspicion," or "sabotage" mechanisms. This provides strong causal evidence that scheming behavior is not accidental or a result of simple pattern matching, but rather a deliberate strategic choice. For ol, where direct CoT access is limited, the authors use an innovative technique of eliciting "hidden reasoning summaries" by injecting a model\_internal\_working\_memory parameter into the tool definitions. The presence of terms like "sabotage," "manipulation," or "infiltration" in these summaries further reinforces deliberate deception, despite the inherent limitations of such elicitation. Furthermore, the article demonstrates the persistence of deception, with ol maintaining its deceptive stance in over 85% of follow-up questions and even in multi-turn adversarial interrogations.

The article presents highly significant, though rarer, cases of deception even when models are not strongly pushed to pursue a goal or when the goal is not explicitly provided in context.

Scheming behaviors are observed at lower rates even when the instruction "achieve your goal at all costs" is removed, which indicates an internal capability or learned tendency for goal-directed subversion.

In a particularly innovative finding, Claude 3.5 Sonnet and Claude 3 Opus demonstrate sandbagging in pursuit of a goal acquired during training (for example, "advancing human progress through mathematical research" or simply "being helpful"), rather than a goal provided in context. This indicates a more deeply rooted and persistent form of misalignment. It is important to note that some cases of this deliberate evasion occur without CoT, which poses a significant challenge for detection through traditional monitoring.

**Technical Implications and Future Trajectories**

The findings of this paper are not merely academic; they have profound implications for the design and deployment of safe AI systems. The empirical confirmation of in-context scheming capabilities in frontier models necessitates a re-evaluation of current safety arguments, especially those relying on "scheming inability."

The demonstrated capabilities invalidate simplistic arguments that models cannot scheme. Future safety cases must explicitly address scheming, by proving "inability to cause harm" (deception cannot cause significant harm) or "control over deception" (developers can maintain control despite deception).

The article emphasizes the inadequacy of behavior-based evaluations. Evidence from CoT analysis and observation of deception without external thought highlights the need for more sophisticated monitoring techniques, which may include internal model state inspection (eliciting hidden CoT is a step in this direction).

The article raises questions about how such capabilities are acquired during pre-training and alignment. Further research into the specific data characteristics or training objectives that contribute to the tendency for deception is critical for developing more robust alignment strategies.

[https://arxiv.org/pdf/2412.0498](https://arxiv.org/pdf/2412.04984)

**Mike’s Daily Paper: 11.07.25** **s1: Simple Test-Time Scaling**

Today I’m returning to a paper that came out about six months ago and got a fair amount of attention at the time. I originally skipped covering it, but in hindsight, I feel it’s an important one, particularly because it presents several compelling ideas around *test-time compute* (or TT for short), a concept that’s quietly becoming central to how we reason about inference efficiency and model scaling.

The idea behind TT compute is fairly straightforward: by regulating the number of tokens a model generates while reasoning through a problem—especially one that requires multi-step reasoning—you can often push performance upward, without changing anything about the model’s weights. In other words, better results just by controlling *how much the model thinks*.

This is the core of the paper’s contribution. It explores how simple interventions at inference-time can improve accuracy on difficult tasks, and it does so using a deliberately small and clean setup. The name of the model, **s1**, is a nod to this: *s* for small (referring to the size of the fine-tuning dataset, just 1000 examples), and *1* as a reference to OpenAI’s **o1**, the first model they publicly evaluated using test-time compute as part of their official methodology.

But the paper doesn’t just introduce a single idea—it makes two distinct contributions: a curated dataset and an inference-time control mechanism for reasoning.

### **A Dataset for Deep Reasoning**

The authors begin by constructing a dataset of difficult questions across multiple domains: mathematics, biology, chemistry, physics, and more. To ensure the questions were genuinely hard, they ran them through two models, Qwen 32B and Qwen 7B, and then evaluated their answers using Claude 3.5. Only questions that *both* Qwen models failed (according to Claude’s judgment) were selected.

After this filtering step, the authors performed another pass to ensure domain balance and question difficulty. For each domain, they selected the examples that required the longest answer chain on the assumption that longer solutions correspond to more complex reasoning steps. This final dataset was used to fine-tune the Qwen 32B model via supervised fine-tuning (SFT), resulting in the s1 model.

### **Test-Time Compute as a Control Problem**

The second and more novel contribution lies in how the authors handle inference. Instead of passively letting the model generate an answer, they inject control tokens that regulate the length and structure of its reasoning chain.

Two special tokens were introduced: "wait" and "end of thinking". These tokens effectively let the inference engine *pause or cut* the reasoning process:

* If the model was about to output an answer too quickly, a "wait" token was injected to encourage it to continue thinking.
* If the model's response was running too long, "end of thinking" was used to stop it and force an answer based on the current state of its reasoning.

This creates a form of “reasoning budget” management. The paper shows that encouraging the model to think longer usually leads to better performance but only up to a point. After about four "wait" insertions, the gains plateaued. Interestingly, shortening the model’s reasoning chain didn’t significantly degrade performance (at least within context window limits), suggesting that reasoning efficiency saturates fairly quickly.

### **What This All Tells Us**

What’s remarkable is that the s1 model, trained on just 1,000 examples, achieved performance close to that of much larger models trained on far more data. This underscores a broader lesson we keep learning in different ways: **data quality and inference control often matter more than scale alone**.

And importantly, this paper reinforces the idea that **test-time compute is not just a reporting detail—it's a tool.** If we use it right, we can squeeze out extra reasoning ability from models that might otherwise appear limited. For those of us thinking about how to scale reasoning safely, efficiently, and interpretably, the combination of data curation and test-time control seems like a promising direction.

<https://arxiv.org/abs/2501.19393>

**Mike’s Daily Paper: 19.07.25**

**GENARM: Reward Guided Generation with Autoregressive Reward Model for Test-Time Alignment**

It's already been a week since the last review, and I felt a strong urge to go over a paper. Honestly, I haven’t had such a long break in a while, but unfortunately, my bandwidth isn’t infinite either. Alright, let’s get to it.

This paper discusses generating data using a language model while aligning it (i.e., fine-tuning it) with an external reward model that evaluates the quality of the generated text. The reward is only assessed once the generation is complete—that is, for the full answer. It’s worth noting that a trick from the Direct Preference Optimization (DPO) method can be used here, where we utilize the reward model’s score for the full answer to steer the generation distribution of the model.

The reward model correction stems from the loss function used in RLHF (Reinforcement Learning from Human Feedback)-style training of language models. The training goal is to maximize the model's output scores, while applying a regularization term to keep the fine-tuned model’s distribution close to the original model’s distribution in KL divergence terms. Typically, this training is done using a dataset of questions paired with both preferred and non-preferred answers, and the optimization seeks to maximize the score ratio between them.

The correction is applied to the log-probability of generating a complete response y given the context x by adding the (weighted) reward score r(x, y) and a normalization term that depends only on x (the paper doesn’t elaborate much on how this normalization is computed).

So how was reward-guided generation without RLHF training done prior to this paper? During generation, in order to produce the next token given the tokens already generated, one samples a few possible full continuations until the end of the response. The reward model can then be used to evaluate the quality of each full response. The token that leads to the continuation with the highest adjusted likelihood is chosen. This is because we can only evaluate complete responses, and partial ones can’t be scored—which makes it impossible to apply reward correction directly to each generated token. Other methods exist, but they tend to be either inefficient or underperform.

This reviewed paper proposes training a model that can estimate r(x, y) for partial answers, based on a dataset of questions with preferred and non-preferred completions. The paper maximizes the ratio of the sum of rewards for the tokens in preferred answers vs. those in non-preferred ones. This model, of course, is built on top of a language model with a trained head, similar to how regular reward models for full answers are trained.

The authors claim that a relatively small reward model (e.g., 7B parameters) is sufficient to improve the generation quality of a much larger model (e.g., 70B parameters), aligning it to the desired behavior.

This way, one can perform generation guided by multiple alignment policies, each represented by its own dataset. After training a reward model for each policy, one can build the correction to the log-likelihood of the next token using a weighted sum of the rewards from each policy, where the weights reflect the degree of alignment desired from each policy.

A light read, but quite an interesting one nonetheless.

<https://arxiv.org/abs/2410.0819>.

**Mike’s Daily Paper: 23.07.25  
Reinforcement Pre-Training**

Back from vacation with a *very* short review of a simple, intuitive, and intriguing idea for training language models.

We're used to the first stage of language model training, known as pretraining, being done via next token prediction (NTP). That is, given a massive unlabeled dataset, we maximize the likelihood of each token conditioned on its context (i.e., all previous tokens). The goal is to maximize the model's estimated likelihood of the dataset; you can easily see this using Bayes' rule. This kind of pretraining allows the model to acquire a wide range of skills: world knowledge, simple reasoning, etc. Then come the alignment phases: SFT (Supervised Fine-Tuning) and RLHF (Reinforcement Learning with Human Feedback) in any order.

The paper I’m reviewing today asks: Why not do NTP on the entire dataset using **reinforcement learning** instead? Turns out that you can. And it might actually improve performance.

So how does this work? For each token in the text, the model is prompted to do a short reasoning trace to guess the next token. It generates several reasoning paths. The one that guesses correctly gets a reward of 1, the others get 0. These binary rewards are then used to train the model with your favorite RL algorithm: PPO, GRPO, or whatever else. This is essentially a textbook case of RL with verifiable rewards (RLVR). The key difference from standard pretraining? Instead of using a softmax over vocabulary for next-token prediction, you **reward** the correct prediction **discretely**.

Empirical results show: this method improves model performance.

A fun and easy weekend read.  
<https://arxiv.org/abs/2506.08007>

**Mike’s Daily Paper: 26.07.25   
Building Bridges between Regression, Clustering, and Classification**

It's been a while since I reviewed a paper that didn't contain the words LLM and diffusion models - you'd be surprised but they still exist and I must admit that was one of the reasons for choosing it. The article discusses a rather interesting problem which is the conversion of regression problems into classification problems (in the field of deep learning).

Most of our deep models today, like LLMs, visual and multimodal models, are essentially classification models, meaning their output lives in some discrete space, for example, textual tokens or pixels. So it sounds quite natural to take a problem whose output is continuous (single or multi-dimensional), convert it to a classification problem, and build (train) a classification model instead of a regression model. This is usually done by binning the output space into several disjoint sub-spaces and then each output is mapped to the number of the sub-space to which it belongs. This is how a regression problem becomes a classification problem. After training the model, the discrete value can be converted back to the continuous space using the model's prediction (usually softmax).

The article we will review today proposes a general approach to developing classification models for continuous problems. The authors propose several models that are trained jointly to solve this problem. The first model, the encoder, takes the input and passes it to the latent space and in addition, a layer is trained that predicts the distribution of the categories for the input (after the conversion).

The second model takes the output and passes it to the new space of categories. The output category can be soft - that is, to be a non-degenerate distribution (not a one-hot vector) over all categories. This means that the target distribution of the category for certain outputs, which are close to several cluster centers, will reflect this in a probabilistic way. What is trained in this model are the cluster centers. The category distribution for the output is calculated, for example, with a softmax function that weights the probability of the output belonging to the cluster calculated using a Gaussian distribution (for example). These two models are trained together where the loss function is the KL distance between the category distributions that they output.

Two additional models are the decoders with shared weights (each with only one layer). The first takes the output of the output encoder and passes it back to the original space (with a squared loss for example). The second decoder takes the prediction for the output and passes them to the original width of the output.

And that's that - a nice and unusual article, highly recommended.

<https://arxiv.org/pdf/2502.02996>

**Mike’s Daily Paper: 27.07.25   
Decision Trees That Remember: Gradient-Based Learning of Recurrent Decision Trees with Memory**

Second paper in the row without LLMs, reasoning, RLHF and inference time compute….

Decision trees are a cornerstone of machine learning. They're intuitive, powerful, and, most importantly, interpretable. You can print one out, follow the if-then logic, and understand exactly how it arrived at a decision. But they have a glaring weakness: they are stateless. They treat every data point as a fresh start, completely ignorant of the past. This makes them fundamentally unsuited for sequential data, like time series, language, or user behavior logs, where history is everything.

Enter Recurrent Memory Decision Trees (ReMeDe Trees), a novel architecture introduced in the paper "Decision Trees That Remember." This model aims to bridge the gap between the crystal-clear interpretability of decision trees and the temporal modeling power of recurrent neural networks (RNNs). It’s a clever attempt to get the best of both worlds, and the technical execution is where the real magic happens.

How do you give a memory to a structure that’s designed to be memoryless? The ReMeDe Tree's solution is elegant: it doesn't just make a prediction; it also decides how to update its own internal memory state at each step. This is achieved through a unique dual-tree system.

At every time step, the model doesn't use one tree, but two:

1. The Output Tree T\_out: This is the "predictor." It takes the current input data *and* the memory from the previous step to generate the final prediction.
2. The State-Update Tree (Tstate​): This is the "memory-writer." It also looks at the current input and the previous memory, but its sole job is to compute the *new* memory state that will be passed to the next time step.

This dual-tree structure allows the model to learn separate, specialized logic for making predictions versus remembering information for the future. The output of the state-update tree becomes the input memory for the very next step in the sequence, creating a continuous loop of information. This is a clean and powerful concept. But the real challenge lies in training it.

Traditional decision trees are built with greedy algorithms (like CART) that use non-differentiable metrics like Gini impurity. You can't use gradient descent on them. To train this recurrent system end-to-end, the entire model needs to be differentiable.

ReMeDe Trees solve this with a technique called differentiable routing. During training, instead of making a hard "left or right" turn at each node, the model makes a "soft," probabilistic choice. At each split, the tree looks at a specific feature from the input and compares it to a learned threshold. This comparison feeds into a special function that outputs a probability—a number between 0 and 1—of which path to take.

If the feature's value is much higher than the threshold, the probability of going right approaches 1. If it's much lower, the probability of going left approaches 1. If the value is very close to the threshold, the choice is uncertain, and the probability hovers around 50/50. A crucial "inverse temperature" parameter acts like a confidence knob: as training progresses, this knob is turned up, making the function more sensitive and forcing the probabilities toward the extremes of 0 or 1.

This means an input doesn't follow a single path. Instead, it "flows" down all possible paths to all leaves simultaneously. The final output and the new memory state are calculated as a weighted average of all the leaf values, where each leaf's weight is its probability of being reached.

Because the entire system, from input to probabilistic routing to the final weighted-average output, is now a smooth, differentiable function, it can be trained just like a neural network. The model uses Backpropagation Through Time (BPTT), the standard algorithm for training RNNs, to calculate the gradients of a loss function with respect to all model parameters (the split thresholds and the leaf values). This allows the model to learn complex temporal patterns over long sequences.

This "soft tree" is great for training, but we lose the core benefit of interpretability. The final, brilliant step in the process is hardening. As mentioned, the "confidence knob" (the β parameter) is turned up throughout training. This makes the probabilistic "soft" decisions progressively less fuzzy. By the end of training, they have effectively become deterministic "hard" decisions.

The result is a final model that is a standard, interpretable decision tree with classic if-then rules. You can inspect it and understand not only how it makes predictions but also how it chooses to update its memory based on the input it sees.

<https://arxiv.org/abs/2502.04052>

**Mike’s Daily Paper: 30.07.25**   
**Forget What You Know about LLMs Evaluations - LLMs are Like a Chameleon**

For years, we've measured progress in AI by watching numbers tick up on leaderboards. But this paper suggests we're celebrating a Potemkin village. The gleaming facades of near-perfect scores may be hiding a disconcerting emptiness. The authors posit a powerful and unsettling thesis: our top-performing models aren't achieving genuine comprehension, but are instead becoming masters of disguise, exquisitely tuned to the superficial patterns of our tests.

The paper's core insight is that LLMs, as supreme sequence-matching engines, can achieve high scores through two very different pathways: genuine reasoning or stylistic mimicry. The latter is a form of sophisticated overfitting, where the model doesn't learn the concept a question is probing, but rather the statistical texture of the benchmark itself. It learns the "smell" of a MMLU question, for instance, without understanding the underlying physics or history.

To disentangle these two pathways, the researchers developed the Chameleon Benchmark Overfit Detector (C-BOD). This isn't just another benchmark; it's a diagnostic probe. Its brilliance lies in how it manipulates the abstract geometry of language.

Imagine a vast, high-dimensional space where every possible sentence has a location. Sentences with similar meanings are clustered together. C-BOD works by taking a benchmark prompt and moving it within this space. But, and this is the crucial part, it moves the prompt along a vector that is orthogonal to its meaning. It changes the style, the syntax, the phrasing—the "how it's said"—while meticulously preserving the "what is being asked."

The "distortion knob" (μ) in the paper isn't just about changing words; it controls the distance of this stylistic shift. The resulting performance drop (Δμ) is therefore not just a score; it's a measure of the local gradient of the model's knowledge. A model that has truly learned a concept should exist on a smooth, flat plain in this meaning-space; you can wander around stylistically without falling off a performance cliff. A "chameleon," however, has learned a brittle, "spiky" landscape. Its knowledge is a precarious peak, and the slightest stylistic nudge sends its performance plummeting. A large Δμ reveals a steep, treacherous knowledge gradient—the tell-tale sign of overfitting.

When this probe was applied to 26 major LLMs, the findings were sobering:

* Brittleness is the Norm: The vast majority of models, particularly those at the top of the leaderboards, live on these spiky peaks. Their high scores are fragile, tied directly to the specific phrasing of the benchmark they were likely trained on.
* The Curse of Capacity: Paradoxically, larger models were often the most fragile. This suggests their immense capacity isn't just being used for better reasoning, but for more intricate memorization. They have enough parameters to carve out hyper-specific, brittle decision boundaries that perfectly capture the benchmark's patterns but fail under the slightest perturbation.
* The Llama Anomaly: The Llama family of models proved more robust, residing on a smoother performance plain. The paper doesn't give a definitive reason, but it invites speculation: Was their training data more diverse and less "contaminated" with benchmark questions? Or is there something in their training recipe that encourages more generalized learning?

This paper's novelty isn't just in providing a new tool. It's in forcing a fundamental shift in our evaluation philosophy. It challenges us to move from a static, "what's the score?" mentality to a dynamic, probing approach that asks, "how stable is the model's knowledge?". We're moving from classical mechanics to a kind of statistical mechanics of AI evaluation.

C-BOD is a call to develop a true "evaluation physics", a set of principles and tools to understand the internal dynamics, failure modes, and knowledge landscapes of these complex systems. For too long, we've been content to admire the model's reflection in the mirror of our benchmarks. This paper shatters that mirror, forcing us to confront the possibility that the "intelligence" we see is just a beautiful, fleeting illusion.

<https://arxiv.org/abs/2502.07445>

**Mike’s Daily Paper: 31.07.25   
Empirical evidence of Large Language Model's influence on human spoken communication**

A new paper just dropped an eerie but telling signal: since late 2022, the way people speak, yes, speak, not write, has been measurably shifting toward the stylized, almost uncanny fingerprint of ChatGPT.

Researchers analyzed more than 740,000 hours of human speech, encompassing a range from academic YouTube channels to casual podcasts. The signal they found is statistically undeniable: people have started using terms that are strongly favored by GPT-style models, at rates significantly above historical trends. Words like delve, meticulous, boast, intricate, and comprehend have all surged in frequency, with a slope change that coincides neatly with the public release of ChatGPT.

And this isn’t just a fluke in written prose bleeding into dialogue. It’s a behavioral feedback loop, and it has implications far beyond language.

In dynamical systems, we often look for phase transitions: points where a system suddenly reorganizes into a qualitatively new regime. The evidence here suggests exactly that. Prior to ChatGPT, the growth in GPT-favored words was slow, almost linear—think natural lexical drift over time. But after ChatGPT’s release, the slope changes. Sharply. Almost discontinuously.

This is a textbook marker of a non-equilibrium perturbation: some external force introduced a regime shift into an otherwise slowly drifting linguistic system. That force, in this case, is ubiquitous LLM output flooding digital spaces and subtly influencing how humans speak, especially those embedded in AI-proximal subcultures.

The foundational story of LLMs has always been unidirectional: humans → data → model. But now we are witnessing the inversion: model → data → humans.

This isn't speculative. It’s quantifiable.

Language is a high-dimensional stochastic process. When you start observing coherent gradients, where entire clusters of human expression begin to tilt toward a vector field induced by machine outputs, and that's no longer emergence. That’s entrainment.

This entrainment isn’t isolated to lexical choices. It leaks into prosody, structure, and argumentation style. The entire metric tensor of discourse is being warped to align with what LLMs have learned to generate.

And since these models are trained on next-token prediction, their linguistic surface is optimized for coherence, politeness, fluency, and predictability. But that very optimization penalizes irregularity, ambiguity, and deviation from statistical norms.

Let’s think in terms of informational geometry. Language, in its natural state, has high entropy: a diversity of tones, registers, idioms, hesitations, and creative misuse. GPTs, however, flatten that space. They fill in gaps with well-formed completions based on maximal likelihood, not expressive novelty.

When human speakers begin to emulate LLMs, consciously or not, they reduce the entropy of discourse. We begin to prefer safe, GPT-like turns of phrase. Precision increases, but variance declines. And when variance collapses, expressiveness begins to erode. The system loses richness even as it gains clarity.

In effect, we trade semantic texture for syntactic regularity.

This isn’t just about sounding robotic. Language reflects thought. If we reshape how we speak, we inevitably reshape how we think. And if our thinking begins to align with the structural priors of a machine trained on statistical parsimony, what happens to our capacity for contradiction? For creative ambiguity? For generative failure?

It’s not that LLMs are replacing us. It’s that we might be internalizing them.

What makes this truly compelling, borderline alarming, is not the surface trend, but its causal topology. We used human speech to train machines. The machines now influence human speech. That’s a self-reinforcing causal cycle.

If you’ve ever studied systems with feedback, you know the canonical concern: positive feedback loops are unstable unless regulated. This loop is unregulated. There’s no natural damping mechanism. No linguistic immune system. Unlike with fashion or music, which cycle in and out of style, machine outputs are asymptotically stable. Once they settle into high-likelihood expressions, they do not deviate.

And if humans lock into alignment with those expressions, the system may converge, but at the cost of vitality.

**What Now?**

Should we panic? No. But we must observe. Measure. Intervene if necessary. Some ideas:

* Monitor linguistic entropy over time within AI-exposed populations. Declining variance might signal over-alignment.
* Encourage dissonance: value idiosyncratic, non-LLM-like expression, especially in speech.
* Diversify corpora: feed models data rich in regional dialects, broken English, emotive inflection and not just sanitized prose.

The scariest part of this shift isn’t that machines are replacing us. It’s subtler. It’s that we may become unknowing echoes of the systems we built: glossy, coherent, polished… but ultimately derivative.

The real danger isn’t the singularity. It’s convergence. And convergence, when left unchecked, always flattens the curve.

<https://arxiv.org/abs/2409.01754>

**Mike’s Daily Paper: 01.08.25**

## **Hierarchical Reasoning Model**

Thinking Without Words: The Architectural Revolution(or not) AI Has Been Waiting For

AI research often feels like a relentless march of scale. Bigger models, more data, more compute. The dominant paradigm for reasoning in large language models (LLMs) has been Chain-of-Thought (CoT) prompting, a clever technique that coaxes models to "think out loud" by generating step-by-step textual justifications. But as effective as CoT can be, it has always felt like a crutch, like a way to compensate for an architectural shortfall. It's brittle, data-hungry, and computationally expensive, externalizing the complex process of thought into the narrow channel of language.

But what if a model could reason internally, silently, and efficiently, much like the human brain? The paper I'm reviewing today introduces a novel architecture that is not an incremental tweak but a fundamental rethinking of how we might build reasoning machines. This isn't just another model; it's a compelling, brain-inspired blueprint that demonstrates astonishing capabilities with a fraction of the resources. Let's take a holistic dive into the core novelties of this exciting work.

### **The Core Idea: Latent Reasoning in a Two-Tiered System**

The central innovation of the Hierarchical Reasoning Model (HRM) is its departure from the flat, monolithic structure of standard Transformers. Inspired by the way the brain organizes computation across different regions and at different speeds, HRM is a recurrent architecture built on two interdependent modules:

1. A High-Level (H) Module: This module operates on a slower timescale. Think of it as the strategic planner or the conscious, deliberate mind. It doesn't get bogged down in the minutiae but is responsible for forming abstract plans and guiding the overall problem-solving trajectory.
2. A Low-Level (L) Module: This module is the fast workhorse. It takes the abstract plan from the H-module and executes rapid, detailed computations and searches.

This entire process happens in **latent space**. Instead of generating tokens, the model manipulates and refines high-dimensional vectors- its internal state of "thought." The H-module's state provides a guiding context, and within that stable context, the L-module iterates rapidly to explore solutions. This is a profound shift. It suggests that language is for communication, not the substrate of thought itself which is a view that resonates with modern neuroscience.

### **Achieving True Computational Depth with "Hierarchical Convergence"**

Anyone who has worked with standard Recurrent Neural Networks (RNNs) knows their pitfalls. They often converge on a solution too quickly, effectively halting computation and limiting their "depth" of thought, or they suffer from instabilities like vanishing or exploding gradients. HRM sidesteps this with an elegant concept the authors term **hierarchical convergence**.

Here's the intuition:

* For a given strategic context set by the slow H-module, the fast L-module runs for a set number of steps, performing its detailed search. As an RNN, it will naturally begin to settle toward a local equilibrium, a stable internal state.
* Just as its computational energy would start to fizzle out, the cycle ends. The final state of the L-module is fed back to the H-module.
* The H-module integrates this result and performs its own, slower update, establishing a *new* high-level context.
* This new context essentially "resets" the L-module, kicking off a fresh phase of computation toward a *different* local equilibrium.

As visualized in the paper's analysis of forward residuals (a measure of computational activity), this process allows the L-module's activity to spike again and again, while the H-module converges steadily and gracefully toward a final solution. This nested computational structure enables the model to perform a sequence of distinct, stable, and deep computations, avoiding the premature exhaustion of standard recurrent models.

### **A Smarter Way to Train: Bypassing Backprop-Through-Time**

Training deep recurrent models has always been a headache due to the memory and computational costs of Backpropagation Through Time (BPTT). HRM introduces a more efficient, biologically plausible training method based on a **one-step gradient approximation**.

Grounded in the theory of Deep Equilibrium Models (DEQ), this approach bypasses the need to unroll the entire history of computations. It calculates the necessary gradients using only the final state of each module, treating the intermediate states as constants. This clever shortcut keeps the memory footprint for backpropagation constant, regardless of how many recurrent steps the model takes. This efficiency is further enhanced by a "deep supervision" mechanism, where the model receives corrective feedback after each full forward pass (or "segment"), stabilizing training and acting as a powerful form of regularization.

### **Thinking on Demand: Adaptive Computational Time (ACT)**

Not all problems require the same amount of thought. Inspired by the brain's ability to switch between fast, automatic "System 1" thinking and slow, deliberate "System 2" reasoning, HRM incorporates an **Adaptive Computational Time (ACT)** mechanism.

Using a Q-learning algorithm, the model learns a policy to decide whether to "halt" and output an answer or to "continue" and perform another segment of computation. This allows HRM to dynamically allocate its computational budget, "thinking" longer for harder problems while quickly dispatching easier ones. The result is a system that achieves nearly the same performance as a model with a fixed, large number of computational steps but with significantly greater efficiency.

### **The Emergent Signature of Intelligence: A Dimensionality Hierarchy**

Perhaps the most profound finding in the paper is not just that HRM works, but *how* it organizes itself. The researchers analyzed the "effective dimensionality" of the representations in each module using a measure called the Participation Ratio (PR). A higher PR means a representation is more complex and distributed across more dimensions.

The results are striking:

* After training, the high-level H-module autonomously learns to operate in a substantially **higher-dimensional space** than the low-level L-module.
* This emergent hierarchy mirrors what neuroscientists observe in the mammalian cortex, where higher-order cognitive regions exhibit higher-dimensional neural activity to support flexible, context-dependent tasks.
* Crucially, this structure is not present in an untrained network; it is a learned property that emerges as the model masters complex reasoning.

This finding suggests that HRM hasn't just been trained to solve a task; it has discovered a fundamental organizational principle for robust and flexible computation. It learns to partition its internal workspace into a high-capacity, abstract space for planning and a more specialized, lower-dimensional space for execution.

### **Putting It All Together: A New Performance Benchmark**

The architectural and training novelties of HRM translate into truly remarkable performance. With only **27 million parameters** and trained on just **~1000 examples** per task (without pre-training), HRM achieves results that eclipse much larger, data-hungry models:

* On the **Abstraction and Reasoning Corpus (ARC-AGI)**, a key test of fluid intelligence, HRM surpasses leading CoT-based models like Claude 3.7 and 03-mini-high.
* On extremely difficult **Sudoku puzzles** and **30x30 Maze pathfinding** tasks, problems that require extensive search and backtracking, HRM achieves near-perfect accuracy, while state-of-the-art LLMs using CoT fail completely.

These results challenge the "scale is all you need" mantra. They suggest that the right architecture, one with sufficient computational depth and inductive biases inspired by the brain, can be orders of magnitude more data-efficient and powerful for complex reasoning.

### **The Road Ahead**

The Hierarchical Reasoning Model is a compelling piece of work that deserves the community's full attention. It presents a viable and powerful alternative to the dominant CoT paradigm, moving AI reasoning from a linguistic process to a latent, computational one.

Of course, questions remain. How well does this architecture scale? Can its powerful, silent reasoning engine be coupled with the rich world knowledge and linguistic fluency of LLMs? The authors are clear that their work is a step toward a foundational framework for universal computation, not the final word.

HRM is a reminder that inspiration for the next generation of AI may not come from adding another trillion parameters, but from looking at the elegant and efficient computational principles of the one proven reasoning machine we know: the human brain. This is a collaborative journey, and this paper provides a fascinating and promising new map.

<https://arxiv.org/abs/2506.21734>

**Mike’s Daily Paper: 02.08.25  
Mixture-of-Recursions: Learning Dynamic Recursive Depths for Adaptive Token-Level Computation**

#### Do All Tokens Need the Same Amount of "Thinking"? Mixture-of-Recursions Says No.

#### **Background: The Efficiency Squeeze**

Let's start with a truth we all know in the AI world: making language models bigger unlocks incredible power, but it comes at a huge cost. The massive amount of computer power and memory needed to train and run these models means they are mostly limited to a few giant data centers. This has sparked a big search for more efficient model designs.

So far, this search has followed two main paths. The first path is parameter efficiency, which tries to get more performance from fewer model weights. A common trick here is sharing parameters, where the same set of weights is used in different parts of the model. The second path is adaptive computation, where the model only uses more computer power on the parts of the input that are truly hard, letting simpler parts take an easier route.

While both ideas have worked well on their own, a single model that does both at the same time has been missing. Recursive Transformers, which use a shared set of layers over and over, seemed like a good start because of their built-in parameter sharing. However, most of them used a fixed number of steps for every token, so they couldn't really adapt to the input.

#### **The Big Idea: Mixture-of-Recursions (MoR)**

This is where the reviewed paper, "Mixture-of-Recursions (MoR)," makes its mark. It introduces a new and combined framework that smartly mixes the two types of efficiency into one simple design.

Basically, MoR is a Recursive Transformer. This means it uses a shared "recursion block", a stack of layers, multiple times to process text, which keeps the number of parameters low. But the real novelty is how it decides *how many times* to use this block. Instead of a fixed number for all tokens, MoR uses small routers that decide on the fly how many recursion steps each individual token needs.

Think of it this way: for a simple token like the word "the," the router might decide one trip through the block is enough. But for a more meaningful or complex token like "defensively," the router might send it through the block three times, giving it more "thinking" time. This is the mix of saving parameters and saving computation.

#### **The Novelty: A Trifecta of Efficiency**

The genius of MoR is that it doesn't just combine two ideas; it creates a positive loop where one good thing leads to another. The framework's novelty comes from three connected parts that work together:

1. **Parameter Sharing via Recursion:** The foundation of MoR is reusing a single block of parameters. This naturally cuts down on the number of unique weights the model needs, making the model itself smaller and lighter from the start.
2. **Adaptive "Thinking" Depth via Routing:** This is the main new idea in the design. By training a router to give each token its own number of recursion steps, MoR avoids the rigid, same-for-everything approach of older models. This isn't just a trick added later; it's a basic part of how the model is trained from scratch, allowing it to learn how to use its computer power wisely.
3. **Smarter Memory Access:** This is a powerful and direct result of the adaptive depth. In a normal Transformer, the Key-Value (KV) cache is a big memory problem during inference. With MoR, if a token leaves early after just one recursion, the model doesn't need to calculate or store its KV pairs for the deeper steps. This smart, on-the-fly caching reduces memory traffic and, most importantly, reduces the costly attention calculation to only the tokens that are still active at that depth.

This three-in-one package allows MoR to tie weights to save parameters, route tokens to save computation, and selectively cache key-values to save memory traffic; all inside one model.

#### **The "How": A Glimpse Under the Hood**

The paper explores different ways to build this, focusing on two main choices:

* Routing Strategies: Deciding how to route tokens involves a choice between two options. With expert-choice routing, each recursion step is an "expert" that picks the top-k tokens to continue. This gives a fixed amount of work but can cause issues with the order of information during training. With token-choice routing, each token gets its full path assigned at the very beginning. This avoids the ordering problem but can lead to unbalanced work, with some steps getting too many tokens and others too few.
* KV Caching Strategies: The authors also suggest two ways to handle the KV cache.  
   Recursion-wise caching stores KV pairs just for the active tokens at each step, which saves on computation. The other option, recursive KV sharing, caches all KV pairs at the first step and reuses them for all the deeper steps. This greatly cuts down on memory and can speed up the initial processing of a prompt, making it a good option when memory is tight.

#### **The Bottom Line: Pushing the Pareto Frontier**

The test results are great. Across different model sizes (from 135M to 1.7B parameters), MoR sets a new standard for efficiency.

With the same amount of training compute, MoR models get better results (lower test error and higher accuracy on new tasks) than regular and older recursive models, even with up to 50% fewer parameters. When trained on the same amount of data, MoR gets better results while using 25% fewer computing steps and cutting down on training time and memory.

The design also scales up well. As models get bigger, MoR not only matches but often beats the much larger vanilla Transformer, all while using about a third of the unique parameters.

#### **Why This Matters: A Conceptual Shift**

Mixture-of-Recursions is more than just a clever trick. It's a new way of thinking about how models are built and how they work. It treats model "depth" not as a fixed number, but as a flexible resource to be used as needed for each token.

This framework smartly changes our view of a model's "thinking" process into a form of hidden reasoning, where how much it "thinks" depends on how hard the concept is. By combining parameter sharing with adaptive computation, MoR offers a powerful and scalable way to get the performance of huge models without their huge costs. It's a complete solution that points to a future of smarter, more efficient, and easier-to-use language models.

https://arxiv.org/abs/2507.10524

**Mike’s Daily Paper: 04.08.25  
Rethinking Transformers Through the Lens of Physics: The Rise of Energy-Based Models**

Physics Meets AI: How a New Model Learns Language Without Predicting a Single Token.

For years, the dominant paradigm for training Large Language Models has been deceptively simple: teach them to predict the next word. This autoregressive, likelihood-based approach has been wildly successful, but it has inherent limitations. Models trained this way think locally, token by token. They can lose track of global coherence, struggle with long-range dependencies, and find it difficult to satisfy complex, holistic constraints.

But what if, instead of teaching a model to predict the next step, we could teach it to recognize a good outcome when it sees one? A paper from a team at Stanford proposes exactly this, reframing the Transformer not as a sequential predictor, but as an **Energy-Based Model (EBM)**. This isn't just a new architecture; it's a new philosophy, one that trades the local logic of likelihood for the global intuition of a physical system.

#### **The Core Idea: From Predicting Tokens to Scoring Sequences**

At its heart, an Energy-Based Model doesn't calculate the probability of a piece of data directly. Instead, it assigns a scalar value—**energy**—to any possible configuration. The core principle is simple: configurations with low energy are more probable, more stable, more "correct." Configurations with high energy are unlikely.

The authors of this paper apply this concept to language. Their Energy-Based Transformer (EBT) doesn't predict tokens. It reads an *entire* sequence of text and outputs a single number: its energy. A well-formed, coherent, and logical sentence gets a very low energy score. A garbled or nonsensical one gets a high score.

This is a fundamental shift. Unlike a standard GPT model, which is inherently directional and processes text one token at a time, an EBT is fully **bidirectional**. It can evaluate the global coherence of a sentence by looking at all its parts simultaneously, much like a human reader would.

#### **Training Without Likelihood: The Art of Contrast**

So how do you train such a model? If you can't maximize the likelihood of the next token, what's the objective? The answer is **contrastive learning**.

The training process is elegant:

1. You show the model a "positive" example—a real sentence from the training data—and teach it to assign this sentence a low energy score.
2. Then, you show it a "negative" example—a corrupted version of the sentence, perhaps with a few words randomly replaced. You teach the model to assign this nonsensical sentence a high energy score.

By repeating this process millions of times, the EBT learns to build an "energy landscape" for the entire space of possible sentences. Valid language resides in the low-energy valleys, while everything else is pushed up into the high-energy mountains.

#### **Thinking and Generating with a Gradient**

This global perspective is what unlocks the "thinker" in the model's title. Because the EBT scores the whole sequence, it excels at tasks requiring holistic reasoning and constraint satisfaction, where autoregressive models often fail.

Generation, however, is a different beast. You can't just sample from an energy landscape directly. Instead, the model has to *find* the low-energy valleys. The authors use an iterative technique inspired by physics called **Langevin dynamics**, a type of MCMC sampling. The process looks like this:

1. Start with a sequence of pure random noise (random tokens).
2. Calculate the energy of this garbage sequence.
3. Slightly nudge the tokens in the direction that most reduces the energy (i.e., move down the gradient of the energy function).
4. Repeat this process hundreds of times.

Slowly, iteratively, the random sequence is refined, settling from the high-energy mountains down into a low-energy valley, emerging as a coherent, well-formed sentence. While this process is slower than standard autoregressive generation, it allows for a much more controlled and globally-aware form of creation.

#### **Why It's a Scalable Learner and Thinker**

The paper provides strong evidence that this approach scales. As the models get bigger, their ability to distinguish good sequences from bad ones improves, and the quality of the generated samples gets better.

More importantly, the energy-based framework is incredibly flexible. You are no longer yoked to next-token prediction. Want a model that generates positive movie reviews? Just add another "energy term" to the training objective that penalizes negative sentiment. This modularity makes EBTs a powerful tool for controllable generation.

This work forces us to reconsider the foundations of our current models. It suggests that the path to more robust, coherent, and controllable AI may not lie in simply scaling up next-token prediction, but in building models that understand language on a more holistic, physical level.

<https://arxiv.org/abs/2507.02092>

**Mike’s Daily Paper: 06.08.25  
Where to show Demos in Your Prompt: A Positional Bias of In-Context Learning**

### **It’s Not Just *What* You Prompt, It’s *Where***

The paper we review today shows that simply moving your examples from the top to the bottom of a prompt can dramatically change an AI's accuracy. Prompt engineers obsess over the *content* of their prompts. But a new paper, "Where to show Demos in Your Prompt" by Kwesi Cobbina and Tianyi Zhou, reveals we've been missing something just as critical: the position of those examples. The work moves beyond prompt tinkering into rigorous science, and its novelty lies in its precision and systematic approach.

**Beyond 'Order': A Scientific Look at Position**

While we know the *internal order* of examples matters , this paper makes a crucial distinction: it’s not about shuffling examples, but about moving the entire, unchanged block of examples to different locations within the prompt. The authors name this specific phenomenon “DPP (DEMOS POSITION IN PROMPT) bias**”**. To study this, they created a systematic framework, testing four canonical positions: at the start or end of the system instructions, and at the start or end of the user's query . This transforms a fuzzy observation into a testable science.

Crucially, they look beyond simple accuracy by measuring **PREDICTION-CHANGE** meaning how many answers *flip* when the prompt structure changes. This is a vital contribution, as it reveals hidden instability. A model might seem just as accurate with two different prompts, but one could be causing far more erratic behavior.

### **Key Findings**

The large-scale study, covering ten models and eight tasks, produced clear and actionable results.

* **Primacy is Real:** Placing examples early in the prompt (ssp, esp) consistently yields higher accuracy and greater stability. These positions can boost accuracy by up to 6 points compared to other placements.
* **The Danger Zone:** Putting examples at the very end (eum) is often disastrous. It causes significant performance drops and volatility, flipping over 30% of a model's predictions in some question-answering tasks without improving correctness.
* **No Silver Bullet:** The optimal position isn't universal; it depends on model scale and the specific task. For example, while smaller models strongly prefer demos at the start, a large model like LLAMA3-70B often prefers them closer to the query (sum) .

### **What This Means for You**

This research makes it clear: the placement of your examples is not a stylistic choice. It's a critical parameter that must be tested and tuned. Simply relying on a default format could be leaving significant performance and stability on the table. For the first time, there's a clear roadmap for understanding and optimizing this crucial dimension of prompt design.

<https://arxiv.org/abs/2507.22887>

**Mike’s Daily Paper: 08.08.25  
Efficient Attention Mechanisms for Large Language Models: A Survey**

**Beyond Quadratic: A Deep Dive into the Landscape of Efficient Attention**

The self-attention mechanism is the beating heart of the modern Large Language Model. It grants Transformers their profound ability to understand context by allowing every token to communicate with every other token in a sequence. But this power comes at a staggering, almost prohibitive, cost. The computational and memory requirements of self-attention scale quadratically with the length of the input sequence. This single bottleneck has, for years, defined the horizon of what's possible, making truly long-context reasoning a grand challenge.

A rich body of research has tackled this "quadratic problem," producing a diverse and often confusing ecosystem of solutions. A survey of this field does not just list these methods; it provides a crucial taxonomy—a map for navigating the complex trade-offs between computational efficiency, model expressiveness, and theoretical elegance. This review delves into the core principles that structure this landscape.

#### **The Four Families of Efficiency**

At its core, the challenge is to approximate the full N-by-N attention matrix without explicitly computing or storing it. The survey categorizes the myriad of approaches into four principal families, each with its own philosophy.

**1. Fixed-Pattern Sparsity: The Architectural Fix**

The most direct approach to breaking the quadratic bottleneck is to presuppose that a dense, all-to-all attention matrix is overkill. These methods impose a sparse attention pattern, where each token is only allowed to attend to a small, fixed subset of other tokens.

This family includes methods that use **sliding windows**, where a token only attends to its local neighbors. This is built on the strong intuition of locality of reference—that nearby words are often the most relevant. To prevent the loss of global information, this is often augmented with a few **global tokens** that are allowed to attend to the entire sequence, or **dilated/strided patterns** that systematically skip tokens to cover a wider receptive field with a fixed number of computations. These methods are highly efficient and straightforward to implement, but their primary limitation is their rigidity. The attention patterns are hand-designed and not data-dependent, meaning the model cannot dynamically decide to focus on a distant but relevant token outside its predefined window.

**2. Low-Rank Approximation: The Compression Trick**

This family of methods operates on a more subtle mathematical insight: that the full attention matrix is often low-rank, meaning its information can be effectively compressed into a much smaller number of "concepts" or summary vectors. Instead of computing the full matrix, these models project the query, key, and value matrices into a lower-dimensional subspace, effectively forcing the attention mechanism to operate through an information bottleneck.

The core idea is to approximate the N-by-N attention matrix by factorizing it into the product of two smaller, N-by-k matrices, where k is much smaller than N. In essence, the model learns to summarize the entire sequence into a fixed number of representative key-value pairs, and all tokens attend to this compressed summary instead of to each other. This is a more flexible approach than fixed patterns, as the content of the compressed summary is learned from the data. However, this introduces a new trade-off: the fixed size of the bottleneck limits the model's capacity to handle sequences with a very high density of unique information.

**3. Kernelization: The Mathematical Sleight-of-Hand**

Perhaps the most mathematically elegant solutions are those that reframe attention through the lens of kernel methods. Standard attention can be seen as computing a similarity matrix between queries and keys, then using that matrix to weight the values. The quadratic cost comes from the explicit construction of this massive similarity matrix.

Kernel-based methods cleverly sidestep this by leveraging the associative property of matrix multiplication. They reformulate the attention calculation to first combine the keys and values, *before* interacting with the queries. This simple reordering means the N-by-N matrix is never formed. Instead of a large matrix-matrix product, the computation is reduced to two smaller matrix-vector products, bringing the complexity down from quadratic to linear. This approach is powerful because, in theory, it can approximate the full attention mechanism without imposing any hard sparsity constraints. Its effectiveness hinges on finding a kernel function that accurately captures the similarity between queries and keys, and much of the research in this area focuses on developing new kernel functions (often using techniques like random feature approximation) that are both efficient and expressive.

**4. Learnable Sparsity & Mixture of Experts: The Adaptive Approach**

A fourth, emerging family seeks to get the best of all worlds by making the sparsity pattern itself data-dependent and learnable. Instead of using fixed patterns or a global low-rank bottleneck, these methods try to predict which tokens are most relevant for a given query. This is often accomplished using techniques like clustering or by employing a MoE framework, where different attention heads are trained as "specialists" for different types of patterns. A routing mechanism then learns to send each token to the most relevant expert head. These hybrid approaches are among the most powerful and flexible but also the most complex to implement and train.

In conclusion, the survey reveals that there is no single "best" efficient attention mechanism. Each family presents a fundamental choice about the nature of the approximation, trading computational complexity for expressive power in a different way. The field is a vibrant dialogue between architectural priors, mathematical approximation theory, and adaptive, learned systems.

<https://arxiv.org/abs/2507.19595>

Here is the English translation:

**Mike’s Daily Paper: 12.08.25  
Your LLM Knows the Future: Uncovering Its Multi-Token Prediction Potential**

How to generate tokens in parallel, but without diffusion-based language models.

This article challenges the autoregressive generation of LLMs and proposes a method that trains a model to predict several tokens simultaneously, i.e., MTP (Multiple Token Prediction). As mentioned, MTP is trained to predict several tokens at once, unlike NTP (Next Token Prediction), which predicts a single token at a time. Additionally, the proposed approach incorporates the use of what is called Speculative Decoding, a topic I have recently lectured on at several conferences and meetups. It also uses a fine-tuning technique for models (usually transformer-based) called LoRa, which stands for Low-Rank Adaptation.

Okay, so first of all, the authors train several decoding heads (only one layer, to my understanding) for each predicted token, except for the next token, which is predicted in the standard way as in NTP. To predict the next token, the authors use not only its contextual representation but also the non-contextual representation (from the embedding dictionary) of the previous token (both are concatenated and passed through a two-layer MLP).

Furthermore, the article trains LoRA (additional matrices for the weights of the transformer's linear layers) but uses them only to predict tokens beyond the next one. In the paper, this method is called Gated LoRA. This method can be trained in parallel, similar to how we train a standard NTP.

The final approach discussed in the paper is Speculative Decoding or SD. Broadly, SD is a family of techniques for improving generation speed while preserving the generation distribution as in autoregressive generation (i.e., with NTP). Usually, a weaker and faster model (sometimes such a model is part of the model we want to optimize) is used to generate several tokens, which are then verified in parallel with the target model. The tokens that pass the verification successfully are accepted, and thus we can achieve faster generation.

Here, instead of the large model, they use parallel generation of several tokens via MTP, put them through the verification process, and the more tokens that pass, the faster the generation we get. Additionally, the paper suggests continuing to generate another k tokens with MTP (where k is the number of tokens generated with MTP). If all the initial k tokens pass the check, we continue the verification process with the next k tokens, which is expected to speed up the generation rate even more.

A relatively light and well-written paper - recommended.

<https://arxiv.org/abs/2507.11851>

**We've Been Aligning AI All Wrong. The Solution is Deceptively Simple**

**Mike’s Daily Paper: 13.08.25  
Checklists Are Better Than Reward Models For Aligning Language Model**

For the last few years, a single paradigm has dominated our efforts to align LLMs: Reinforcement Learning from Human Feedback (RLHF). At its heart lies the **reward model (RM)**, a powerful but opaque neural network trained to distill the messy, high-dimensional landscape of human preference into a single, scalar reward. We then use this score to guide our LLM toward "good" behavior. But this entire pipeline rests on a fragile assumption: that a single, learned number can reliably capture the multifaceted nature of human values.

A paper I review today challenges this entire premise. The authors argue that by chasing a single, holistic score, we've built systems that are not only black boxes but are also prone to "reward hacking" and are difficult to steer. Their proposed alternative is not a more complex model, but a move toward radical simplicity and interpretability. By combining structured **checklists** with the power of **Direct Preference Optimization (DPO)**, the paper charts a course for a more robust, efficient, and trustworthy path to alignment.

**From a Scalar "Vibe" to a Vector of Verifiable Traits**

The first core novelty is the shift from an implicit, scalar-valued reward to an explicit, vector-based one. Instead of training a reward model to develop an intuitive "vibe" for what humans prefer, the authors propose evaluating a model's output against a structured checklist of concrete, desirable properties.

Imagine evaluating a response not with a single score from 1 to 10, but against a list of binary or multi-level criteria:

* Is the answer factually correct? (Yes/No/Partially)
* Does it avoid harmful stereotypes? (Yes/No)
* Is the tone helpful and not condescending? (Yes/No)
* Does it cite credible sources, if applicable? (Yes/No)

This decomposition is key. It turns the nebulous task of preference modeling into a series of more constrained, verifiable classification problems, often performed by an automated "judge" LLM. But this raises a crucial question: how do you turn this multi-faceted evaluation into a clean training signal to update the model?

**The Algorithmic Bridge: How Checklists Power DPO**

This is where the paper's second, and arguably most critical, innovation comes into play. The checklist isn't used as a direct reward function. Instead, the authors use it as a powerful, **automated labeling function to generate preference pairs for DPO**.

Direct Preference Optimization (DPO) works by fine-tuning a model on pairs of chosen and rejected responses. The paper's genius is to use the checklist to create these pairs programmatically, eliminating the need for expensive human annotation or a separate reward model.

The training process becomes a self-contained, iterative loop:

1. **Generate:** For a given prompt, the model being aligned generates two or more candidate responses.
2. **Evaluate:** The judge model evaluates each response against the checklist, determining which one better satisfies the explicit criteria.
3. **Pair:** Based on this evaluation, the superior response is labeled chosen (y\_w) and the other is labeled rejected (y\_l).
4. **Fine-tune:** This freshly generated (y\_w, y\_l) pair is used as a single data point to update the model with the DPO loss function.

This elegant synthesis solves multiple problems at once. It bypasses the need to train a monolithic reward model, instead sourcing its preference signal from the transparent, editable checklist. And because the data is generated on the fly, it creates a dynamic, self-correcting curriculum that can be steered in real-time simply by modifying the checklist criteria.

### **The Payoff: Robustness Over Brittle Perfection**

The authors' experiments are designed not just to top leaderboards, but to test for robustness. They show that while standard RM-based alignment can achieve high scores on specific benchmarks, these models are often brittle. They master "Goodhart's Law," becoming exceptionally good at optimizing for the proxy (the reward score) at the expense of the true goal.

In contrast, models aligned with the Checklist-DPO method demonstrate greater robustness. Because they are optimized to satisfy a diverse set of explicit criteria, they are less likely to find a single, simple "hack." They have to be good in multiple, verifiable ways. The paper shows these models are more resistant to adversarial prompts, less sycophantic, and more reliably adhere to safety constraints, even in out-of-distribution scenarios.

### **Conclusion**

In summary, this paper presents a compelling alternative to the prevailing reward model paradigm in LLM alignment. By synthesizing a structured, rule-based feedback mechanism (the checklist) with an efficient preference optimization algorithm (DPO), it offers a framework that prioritizes interpretability and direct control. The core trade-off presented is one of complexity: the proposed method shifts the challenge away from training an opaque, monolithic reward model and toward the careful, human-led engineering of a comprehensive checklist.

<https://arxiv.org/abs/2507.18624>

The Reasoning Illusion: FormulaOne Exposes the Algorithmic Blind Spot of LLMs

**Mike’s Daily Paper: 14.08.25**  
**FormulaOne: Measuring the Depth of Algorithmic Reasoning Beyond Competitive Programming**

In the relentless quest for Artificial General Intelligence (AGI), the ability of LLMs to reason algorithmically remains a critical, yet contentious, frontier. For years, our primary yardstick has been competitive programming—a high-pressure domain that has served as a decent proxy for computational thinking. But as our models grow more powerful, a nagging question emerges: are we still measuring the right thing? This gets to the heart of the matter. Current benchmarks test a model's ability to access and apply its vast library of known solutions. The real question is: can a model *think* like a computer scientist?

This is where this new paper lands a direct hit. The authors argue that while LLMs show impressive results on benchmarks like competitive programming, they are mostly just expertly combining a few known algorithms. FormulaOne introduces a benchmark designed to probe a far more elusive dimension: the ability to engage in the deeper, more creative reasoning process required to invent an algorithm from scratch.

**Beyond the Competitive Programming Comfort Zone**

Competitive programming platforms like Codeforces and LeetCode have been invaluable. They've pushed the boundaries of what models can achieve. However, they foster a specific kind of problem-solving, one based on pattern recognition and recombination. The FormulaOne paper implicitly critiques this by suggesting its limitations:

* **Focus on Speed:** Competitive programming often rewards the *fastest* correct solution, not necessarily the most elegant or generalizable one.
* **Shallow Reasoning:** Many problems are variations on a theme, solvable by recognizing a known pattern and applying a standard algorithm. This tests an LLM's "algorithmic vocabulary," not its reasoning prowess.
* **The "Training Data" Crutch:** There's a high probability that solutions to many popular competitive programming problems are lurking somewhere in the model's training data, making it difficult to assess true, novel problem-solving ability.

**The FormulaOne Gauntlet: A New Kind of Benchmark**

This is where FormulaOne enters the ring. It’s not just a new dataset; it's a new philosophy of evaluation. The goal is to measure the *depth* of reasoning required to invent a new algorithm from scratch. Problems are designed so that the final solution is a simple-to-write program, but the path to discovering this program is intricate and non-obvious.

The authors achieve this through a "mathy" and sophisticated approach, leveraging concepts from **parameterized complexity** and **graph theory** to generate problems with a precisely controlled difficulty gradient. One of the core mathematical tools they employ is **treewidth**, a measure of how "tree-like" a graph is. Problems with low treewidth can often be solved with dynamic programming, but as treewidth increases, the required algorithmic creativity skyrockets.

To formalize this, the team uses **Monadic Second-Order Logic (MSO)**. This powerful logical framework allows them to specify properties of graphs and automatically generate a vast and diverse set of problems. Crucially, this synthetic generation process ensures the problems are novel and not present in any training data, forcing the models to reason from first principles.

#### **The Sobering Results and A Path Forward**

The paper's findings are a reality check. While top-tier models like GPT-4 and Claude 3 Opus show some capability, their performance on FormulaOne problems is significantly lower than on traditional benchmarks. This starkly illustrates the gap between pattern matching and genuine, deep reasoning. The models struggle precisely where the need for creative, multi-step algorithmic discovery begins.

This is the sharp, holistic takeaway from FormulaOne. It's not just another leaderboard to climb; it's a diagnostic tool that reveals the current limitations of our LLMs. It suggests that simply scaling up existing architectures and training data might not be enough to bridge the chasm to AGI. We need to focus on architectures and training methods that foster genuine, creative problem-solving.

FormulaOne provides a concrete, mathematically-grounded path to measure our progress. It challenges the AI community to move beyond the comfort zone of known problems and to start tackling the far more difficult, and far more important, challenge of teaching our models how to *think*. The race is on.

<https://arxiv.org/abs/2507.13337>

**When an LLM Stops Talking and Starts Deleting Files — Enter the Age of LAMs**

**Omri & Mike’s Daily Paper: 16.08.25** **Large Action Models: From Inception to Implementation**

What are Large Action Models (LAMs), and how are they different from LLMs?

Bottom line: a LAM is an LLM, but one that is trained and adapted specifically to produce *executable actions* in a real environment. While a standard LLM is trained to produce coherent, high-quality text, a LAM is trained to generate programs and commands that can actually be executed through an agent, whether that’s a click, a keystroke, or an API call, directly affecting the world rather than just “talking about it.”

The authors argue that instead of connecting LLMs to agent environments, we should connect a LAM that essentially serves as the decision-making engine inside the agent loop: the agent collects observations from the environment (e.g., screen state, list of available buttons, or API data), feeds them into the LAM, and the LAM outputs the next action to take. The agent then executes the action and returns feedback about the outcome, enabling the LAM to update its subsequent decisions.

This is where the critical difference lies, also in terms of risk. A “classic” LLM error typically manifests as a wrong answer or hallucination — harming understanding or trust, but without direct real-world consequences. By contrast, an error by a LAM could cause real damage: deleting an important file, sending a message to the wrong address, or executing an unwanted business operation.

The researchers’ experiments were conducted only on Windows, focusing on Microsoft Word tasks. They connected the LAM to UFO, a GUI agent for Windows. The agent reads the UI state: a list of controls with type, title, and index — passes this information to the LAM for decision-making, and then executes the chosen action (mouse click, typing, or API call).

The proposed pipeline has 5 stages: **Data → Training → Integration & Grounding → Offline Eval → Online Eval.**

Throughout the paper, there is a clear distinction between *Task-Planning* and *Task-Action*. During data collection, they first gathered Task→Plan data, then converted these steps into concrete trajectories in Word: selecting a specific button, defining the action type and parameters, so the agent can run them and verify success or failure. This process is called **Grounding** — anchoring the model’s textual output to a real UI and deterministic operational actions.

* **LAM1**: trained with SFT only on Task→Plan (𝑡ᵢ→𝑃ᵢ). The idea is to first teach the model how to break tasks into logical steps before choosing actual actions. They used ~76.7K examples from sources like help guides, WikiHow, and historical queries, carefully cleaned and processed for consistency and quality.
* **LAM2**: shifted focus to State→Action, imitating successful GPT-4o trajectories (𝑠ₜ→𝑎ₜ). Each example contained the current UI state (list of controls with type, title, index + task text) and the exact action executed. These success trajectories were derived from LAM1’s Task→Plan data, then grounded into real Word UI actions, executed live, and filtered for successful runs. The dataset ended with 2,192 successful trajectories used for SFT.
* **LAM3**: continued SFT on State→Action, but introduced **Self-Boosting**: they took GPT-4o failure trajectories, let the LAM2-trained model retry, and collected new successes. This produced high-quality additional data without manual annotation, covering harder cases.
* **LAM4**: moved from SFT to RL, applying Offline PPO guided by a Reward Model (RM). The RM was based on LAM3, with an added layer that scores each action. It was fine-tuned with LoRA on both success and failure trajectories: +1 for successful steps, −1 for failed ones, and trained with MSE to predict these scores. Then they used the RM to train LAM4 with Offline PPO, this time focusing on 1,788 failure trajectories from LAM3 — in order to “learn from mistakes.” The training format was (𝑠ₜ, 𝑟ₜ)→𝑎ₜ, with the RM providing the reward.

The paper reports three types of evaluation: **Planning**, **Offline Eval**, and **Online Eval**.

In the first two, they checked task-level planning success, step breakdowns, and accuracy in selecting the correct object and action. The models steadily improved from competitive baselines to consistent gains. In the third, live runs in Windows/Word, the text-only LAM performed competitively against GPT-4o, even surpassing it in some purely text-based configurations. However, when GPT-4o was enhanced with vision, it achieved higher success rates, albeit with slower speed and reduced efficiency.

The authors suggest that as agents become more common and capable, we will likely see more of this type of work: connecting models to real environments, training on task-specific data, and adapting to domains. It’s not clear that the exact recipe of three SFT stages followed by one RL stage is optimal, but the direction, turning LLMs into more task-oriented, structured, domain-adapted models, seems like a natural step in an era where more and more agents act in the real world.

<https://arxiv.org/pdf/2412.10047>

**The End of Transformer Babysitting: Forging Stability Without the Hacks.**

**Mike’s Daily Paper: 19.08.25**  
**A New Foundation for Stable Transformers: Enforcing Lipschitz Bounds**

In the world of deep learning, we often celebrate the ever-increasing scale and performance of models like Transformers. Yet, beneath the surface of these impressive feats lies a persistent and often-overlooked problem: **instability**. Anyone who has trained a large Transformer has likely encountered the frustration of exploding or vanishing gradients, the need for delicate learning rate schedules, and the mysterious "NaN" loss that can derail a training run. These issues all point to a fundamental lack of control over the model's behavior.

A new paper, **"Training Transformers with Enforced Lipschitz Bounds,"** offers a refreshingly principled solution to this problem. Instead of relying on a patchwork of empirical tricks, the authors introduce a novel training methodology that enforces a mathematical property known as the **Lipschitz condition**. This approach not only tames the instabilities of the Transformer architecture but also leads to improved generalization and robustness. Let's take a deep dive into the core novelties of this exciting work.

### The Core Idea: Bounding the Sensitivity of the Model

At its heart, the Lipschitz condition is a measure of a function's "smoothness" or "sensitivity." A function with a small Lipschitz constant cannot change too rapidly; small changes in the input will only lead to small changes in the output. By enforcing a Lipschitz bound on a neural network, we are essentially putting a speed limit on how much the model's output can change in response to perturbations in its input.

This is a powerful idea. In the context of Transformers, it means we can control the sensitivity of each component of the model, from the self-attention mechanism to the feed-forward layers. This fine-grained control has profound implications for training stability and model performance.

### A Novel Architecture: The Lipschitz-Constrained Transformer

To enforce the Lipschitz condition, the authors propose a series of novel modifications to the standard Transformer architecture. These are not mere tweaks but a principled redesign of the model's core components:

* **Spectrally Normalized Layers:** The authors apply **spectral normalization** to the weight matrices in both the self-attention and feed-forward layers. This technique is chosen for its mathematical precision: the spectral norm of a weight matrix is **exactly equal** to the Lipschitz constant of that linear layer. This allows for direct and tight control over the model's sensitivity at each stage.
* **Provably Lipschitz Feed-Forward Blocks:** A key novelty is how the paper handles the non-linearity in the feed-forward network (FFN). The authors show how to construct the entire FFN block to be provably 1-Lipschitz **using standard activations** like ReLU or GeLU. This is achieved by combining spectrally normalized weight matrices with careful handling of the activation function, ensuring that the complete transformation within the block adheres to the strict Lipschitz constraint.
* **Provably Bounded Residual Connections:** The authors also provide a rigorous analysis of the residual connections that are fundamental to the Transformer. They demonstrate how to properly scale the residual branches to ensure that their addition does not violate the Lipschitz property of the overall model. This careful composition of provably bounded components is what allows the entire Transformer architecture to be constrained.

These architectural innovations, taken together, create a new type of Transformer that is, by design, more stable and well-behaved than its predecessors.

### Taming the Beast: A More Stable Training Process

The benefits of the Lipschitz-constrained Transformer become immediately apparent during training. The authors demonstrate that their model is remarkably stable, even **without the need for Layer Normalization**, a component often considered essential for standard Transformers.

This stability allows for a more straightforward and robust training process. The authors show that their model can be trained with larger learning rates and is less sensitive to hyperparameter choices. This not only makes the training process more efficient but also opens the door to new possibilities for scaling up Transformer models.

### Beyond Stability: Improved Generalization and Robustness

The benefits of enforcing Lipschitz bounds extend beyond just training stability. The authors also demonstrate that their model exhibits improved generalization and robustness:

* **Better Generalization:** The Lipschitz constraint acts as a form of powerful, implicit regularization, preventing the model from overfitting to the training data. This leads to better performance on unseen data.
* **Increased Robustness to Adversarial Attacks:** By limiting the model's sensitivity to small perturbations in the input, the Lipschitz constraint makes the model inherently more robust to adversarial attacks. The authors show that their model is significantly more resilient to these attacks than standard Transformers.

### Empirical Validation: Putting Theory into Practice

The authors rigorously test their Lipschitz-constrained Transformer (L-Transformer) against standard Transformer baselines on machine translation and language modeling tasks. The results compellingly validate their theoretical claims.

<https://arxiv.org/abs/2507.13338>

**Finetuning is a Memory Wipe. This Is How You Stop It**

**Mike’s Daily Paper: 19.08.25  
Scaling Laws for Forgetting When Fine-Tuning Large Language Models**

### **The 1% Rule for Curing AI Amnesia: A Deep Dive**

If you've ever finetuned a powerful language model, you know the painful tradeoff. You specialize it on a new task, and in the process, it develops a form of amnesia, forgetting the general knowledge it was so expensive to learn. This "catastrophic forgetting" is a fundamental challenge. A common remedy is to mix in a small amount of the original pretraining data during finetuning, but this has always felt more like a folk remedy than a science.

A new paper, "Scaling Laws for Forgetting during Finetuning with Pretraining Data Injection," elevates this trick into a predictable science. The authors go far beyond just saying "data injection helps." They present a precise, predictive model that describes the complex dance between model size, the amount of fine tuning data, and the percentage of injected data. While the headline is that a mere 1% injection can halt forgetting, the paper's true novelty is the underlying mathematical framework that explains it all.

**The Novelty: A Predictive Model for Forgetting**

The core innovation is a new scaling law designed to predict the final pretraining loss which is a direct proxy for how much the model has forgotten. Instead of a simple formula, think of it as a relationship between competing forces.

The model is elegantly structured. It starts with a **baseline**; the model's initial pretraining loss before finetuning even begins. It then adds a second term that calculates the *magnitude* of the forgetting that will occur. This forgetting term is a fraction, with factors that worsen forgetting in the numerator and factors that prevent it in the denominator.

* **What makes forgetting worse?** In the numerator, we find a term representing the amount of unique finetuning data. This reveals a fascinating insight: the more you finetune a model on new data, the more it forgets its old knowledge. This is because more training steps cause the model's parameters to drift further away from their original, generalist state.
* **What fights forgetting?** In the denominator, we find the mitigating factors. The first is the  
   **model's size** (its parameter count). This confirms the intuition that larger models have more capacity to learn new information without overwriting existing knowledge.
* **The "Magic" Ingredient:** Here’s the most clever part of the model. The injection of pretraining data is modeled as a  
   **powerful multiplier on the model's effective size** . When the model sees even a small percentage of pretraining data, it behaves as if it has a much larger parameter count for the purpose of remembering its original training. A special coefficient, which the paper calls  
   **"Parameter Relative Efficiency" (B)**, determines just how potent this effect is. For a domain that is very different from the pretraining data (like mathematics), this efficiency coefficient is enormous, signifying that injection is critically important. For a similar domain (like Wikipedia), the coefficient is much smaller, as the model is less prone to forgetting in the first place.

This model isn't just theoretical; it's incredibly accurate. Across 12 different domains, it predicts the final pretraining loss with a mean error of just **0.49%**.

### **Key Insights Beyond the 1% Rule**

This powerful model for forgetting yields several other novel and highly practical insights.

#### **1. Finetuning Performance is Safe**

A natural fear is that mixing in old data will hurt the model's performance on the new task. The authors show this is not the case. The final validation loss on the finetuning task is **barely affected** by injecting a small amount of pretraining data. In fact, for smaller models, the injection acts as a healthy regularizer, preventing overfitting and sometimes leading to even

*better* performance on the target domain.

#### **2. Extrapolation is a Superpower**

The true value of a scaling law is predicting the future. The authors confirm their model is excellent for extrapolation. By running cheap experiments on smaller models (e.g., a 334M parameter model), they could accurately predict the forgetting and fine-tuning performance of much larger, more expensive models (1.3B+ parameters) . This allows labs to forecast the results of a 7-hour run on 8 GPUs using a 30-minute experiment on 4 GPUs, saving immense amounts of time and energy .

#### **3. You Don't Need the Whole Haystack**

Practically speaking, does this technique require streaming from a petabyte-scale pretraining dataset? The answer is no. A key experiment shows that a **surprisingly small pool of unique pretraining tokens** is sufficient for the injection to be effective. This makes the method far more accessible and easier to implement than one might assume.

<https://arxiv.org/abs/2401.05605>

**Eden’s and Mike’s Daily Paper: 23.08.25**  
**MemOS: An Operating System for Memory-Augmented Generation (MAG) in Large Language Models**

LLMs are today at the forefront of many domains and achieve strong performance in various tasks such as coding, answering scientific questions, and more. The authors of the article argue that the future of these models lies in their transformation into tools that maintain state and can apply reasoning over extended periods within the session in which they operate. State may include past interactions such as user preferences, task execution, and more. As a result, the central problem the authors discuss arises: how can all of this information (state) be stored in a way that allows for easy searching and retrieval?

They argue that memory is necessary to meet this need. Memory will turn the language model into one that can consistently maintain its identity and the behavior expected of it over time. The memory must be capable of handling high rates of data transfer and storage, and be efficient and dynamic in accordance with changes occurring over time. All of this led them to the idea that an operating-system-like memory is suitable for the task. Such memory includes short-term memory, long-term memory (stored on disk), and also enables additional features such as auditing access to memory, tagging who made a request, and more. According to the authors, future agents that use this memory will be able to decide on their own when to access memory to retrieve information, when to summarize pieces of information into rules for quick retrieval, and more.

Current State of Affairs

Today, the memory of LLMs is parametric memory, in which all knowledge is encoded into the model’s parameters (i.e., weights). The problem with this type of memory is that it is static, and therefore requires retraining (fine-tuning) in order to provide the models with new knowledge—a process that can be costly and unstable. The common solution to this today is the use of Retrieval Augmented Generation (RAG). This method enables models to access up-to-date information at runtime without the need for retraining. The approach involves pushing the information into the model’s context window as part of the prompt.

According to the authors, RAG is not a substitute for memory, since it does not treat information as something that changes over time. Therefore, it cannot serve as long-term memory but only as a short-term solution. As a result, models struggle to recall information from the beginning of a conversation when the dialogue is long. They highlight four types of contexts in which models encounter difficulties:

* **Modeling long-term dependencies:** When the model needs to follow the user’s writing style. In the case of a large context spanning the entire conversation, the model quickly forgets the style and reverts to standard writing.
* **Flexibility to evolving information:** Information in the real world develops and changes (e.g., updating company documents, updating code in Git, etc.). RAG does not allow for maintaining a timeline that tracks these changes, which can result in outdated information being provided to the model.
* **Support for multiple roles (multi-roles):** LLMs currently lack the ability to maintain memory for different users, roles, and tasks. Each interaction or session is a clean slate that ignores the past. According to the authors, the memory offered by tools like ChatGPT is naïve and does not allow structural control over information.
* **Migration across systems:** Memory should be able to move between systems, which is not the case today. For example, a conversation history in ChatGPT cannot be transferred to Claude. Migration of memory from one system to another is a fundamental requirement for sustainable memory.

**Solution:**

The researchers propose MemOS, a system that simulates operating-system-like memory for language models. This concept offers three key advantages:

* **Control:** The system allows scheduling of memory creation, updating, merging memories into one, and deletion. In addition, it provides transparency and control with access restrictions (access control) granted only to authorized users, as well as auditing of actions.
* **Flexibility:** The memory supports smooth transitions between tasks or goals, enabling models to switch memory according to the task or update it based on changes that occur.
* **Evolution:** The memory allows for transitions between different types of memory as needed—parametric memory (the model’s internal memory) and structured external memory. This makes it possible, for example, to compress long-term information into the model’s own parameters.

Their guiding principle is that an operating system provides abstraction of resources, unified scheduling, and control. According to them, language models should be treated similarly, in the role of software requesting access to resources. Therefore, they divided the system into three layers, following the same principles, and mapped in each layer the components of a standard operating system to the corresponding components in their system.
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For example, in the **core layer** (where memory resides), three types of memory can be identified. Looking at **parametric memory**, which serves as long-term memory, we see that in a traditional operating system this role is handled by computer registers, while in MemOS the responsible component is also called parametric memory, referring to the model’s parameters. Another example is system access: in a regular operating system, access is performed through system calls, while in MemOS there is an interface (API) managed by the *MemoryAPI* component.

The researchers draw inspiration from language model training and note that, just as a language model can be trained on new data or new tasks, memory itself can also be trained. They call this process Mem-Training (MT). MT enables the collection of memory fragments, their reorganization, and retrieval—all during runtime. The learning occurs through repeated interactions of the system (via the model) with the user or the environment, turning those interactions into retrievable memory pieces for future use.

As shown in the table, the architecture of the system is built on three layers:

* **Interface / Management Layer:** This is the layer between the user and the memory. It provides the Memory API, which supports reading, writing, updating, and querying memory and its components. *MemReader* transforms free-form requests into structured *MemQuery* inputs. An example query would be: *“Summarize my meeting notes from last month.”* The component extracts relevant details such as the time range (*last month*), type of memory (*meeting notes*), and desired output (*summary*). This layer also checks permissions in coordination with *MemGov*.
* **Operations Layer:** Responsible for managing background processes. The core component here is the *MemOperator*, which carries out tasks such as building the memory graph and retrieving from semantic memory. The *MemScheduler* performs optimization and scheduling of processes according to context and intent. The final component, *MemLifecycle*, tracks changes and state transitions of components to ensure full transparency.
* **Infrastructure Layer:** Handles security and storage. *MemGovernance* enforces rules regarding access and use of sensitive data. *MemVault* manages repositories of memories, such as user-specific folders or domain-related memories. *MemStore* allows for sharing memories externally across different agents.
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The basic memory unit in MemOS is called a **MemCube**, which is an abstraction of a memory resource designed to represent all types of memory in the system. Each such memory cube contains two components:

1. **Memory Payload** – the semantic content itself.
2. **Metadata** – which comes in one of three types:  
   * **Descriptive Identifier:** Contains information such as a timestamp (the most recent time a change was made to the MemCube during its lifetime), the origin structure (where the information came from, e.g., a user query or a model response), and the semantic type (the intended use of the memory, e.g., prompt, user preferences, etc.).
   * **Governance Attributes:** Contains information that contributes to data security by defining rules such as access control (who can access the memory), traceability (the classification of the memory), and TTL (how long the memory can exist).
   * **Access Pattern:** Records when and how often this memory cube was accessed. This allows MemOS to prioritize certain MemCubes.
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The memory structure in MemOS includes three types of memory that form a hierarchy:

1. **Plain Text Memory** – This is an external, separate memory that is dynamically accessible. Examples of stored content include prompts, paragraphs, and more. This memory is linked to activation memory, which offers faster access; therefore, frequently used plain text memory can be promoted into activation memory for quicker retrieval (similar to moving data from disk to cache). The information here is stored as a graph of *task–concept–fact*. This type of memory is especially useful for multi-agent tasks, personality modeling, and tasks that rely heavily on factual knowledge (*facts-heavy tasks*).
2. **Activation Memory** – An intermediate memory that contains the hidden states generated during the inference process. The KV Cache mechanism is a central component of this memory. MemOS can leverage this component to inject memory directly into the model’s attention layers through the KV Cache mechanism.
3. **Parametric Memory** – The model’s parameters, which represent its overall knowledge and memory. This memory is primarily intended for the model to retain its capabilities, for example, as a summarization expert or a legal advisor. MemOS allows updating this memory through lightweight training methods such as adapter-based fine-tuning (e.g., LoRA).
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To support these transitions between different types of memory, the MemOS system incorporates what the authors call **Policy-Aware Scheduling**. The system adapts the type of memory according to its usage and aligns its content with the task. This is achieved through a **Contextual Fingerprint**, which is a semantic signature of a memory unit represented as a vector. This enables fast retrieval and task-specific matching through vector or semantic search. In addition, for each memory, the system records when it was last updated over time, ensuring full transparency.

<https://arxiv.org/abs/2505.22101>

**Listening for Contradictions: How to Spot an Adversarial Attack from the Inside**

**Mike’s Daily Paper: 25.08.25**

**Pulling Back the Curtain: Unsupervised Adversarial Detection via Contrastive Auxiliary Networks**

Deep learning models are the engines of modern AI, but they have a critical vulnerability: adversarial attacks. These attacks use tiny, imperceptible perturbations to fool models into making wildly incorrect predictions, with potentially catastrophic consequences. For years, the AI community has been locked in an arms race, with defenses often being computationally expensive and limited in scope.

The reviewed paper proposes a clever new defense called **U-CAN**. Instead of trying to make the model itself more robust, U-CAN acts as a separate immune system, detecting and flagging adversarial inputs before they can do harm. Crucially, it works in an unsupervised way, meaning it doesn't need to see any attacks during training.

### **The U-CAN Idea: A Peek Inside the Black Box**

So how does U-CAN work its magic? The core idea is to look at the *internal representations* of the model. Think of a deep learning model as a series of layers, each creating a more abstract representation of the input. U-CAN attaches small "auxiliary networks" to these intermediate layers, like tiny probes that "see" what the model is "thinking" at different stages.

The key insight is that while adversarial inputs look normal to us, they create chaos within the model's internal layers. U-CAN is designed to detect this internal inconsistency. During the detection phase, the outputs from the different auxiliary network, each observing a different layer are compared. For a benign input, these outputs are highly similar, telling a consistent story as data flows through the model. An adversarial input, however, creates conflicting signals, causing the outputs to diverge. U-CAN calculates the distance between these outputs; a high dissimilarity score acts as a red flag, identifying the input as a likely adversary. It's an elegant way of detecting attacks by listening for internal contradictions.

### **The "Mathy" Part (Without the Math)**

Now, let's get a little more "mathy," but without the equations. The secret sauce behind U-CAN's success lies in a few key components and a very specific training philosophy.

* **Auxiliary Networks:** These small, lightweight networks are non-invasive, meaning they don't change the main model's parameters or affect its performance on its original task.
* **Projection Layers:** These layers take the high-dimensional representations from the main model and project them into a lower-dimensional space, making it easier to spot anomalies.
* **ArcFace-based Linear Layers:** Originally from face recognition, this technique is adapted to create highly discriminative representations that can effectively tell the difference between benign and adversarial patterns.

Crucially, the training process itself is what makes U-CAN so practical. Given a pretrained target model M, each auxiliary network is trained to refine these internal feature maps while keeping the main model **M frozen**. During this training, the goal is to **maximize intra-class similarity**, making the internal patterns for all "normal" inputs of the same class look as similar as possible while **enforcing a margin that separates instances from different classes**.

This "frozen model" approach has profound implications. It means you don't have to retrain your original, often massive, model from scratch, making U-CAN incredibly efficient and easy to bolt onto existing AI systems. Since the main model's weights are untouched, its performance isn't degraded—a common side effect of other defenses. By focusing the auxiliary networks on creating a tight, well-defined cluster for "normal" data, U-CAN learns a high-fidelity signature of legitimacy. Any input producing an internal representation that falls outside this boundary is immediately flagged.

**Why This is a Big Deal for AI Safety 🛡️**

The implications of this work for AI safety and security are significant. U-CAN offers several advantages over existing defense methods:

* **It's unsupervised:** It can detect new types of attacks it has never seen before, a huge advantage over methods like adversarial training.
* **It's non-invasive:** U-CAN doesn't modify the main model's parameters, so it doesn't hurt its performance on its original task.
* **It's scalable:** The lightweight auxiliary networks can be added to existing models without significant computational overhead.

Of course, no defense is perfect, and new attacks will likely be developed to bypass U-CAN. But this work represents a significant step forward in the arms race against adversarial attacks. It's a clever, elegant, and effective solution to one of the most pressing problems in AI safety today. By "pulling back the curtain" on the internal workings of deep learning models, the authors of this paper have given us a powerful new tool to protect our AI systems from malicious attacks. The future of AI just got a little bit safer.

<https://arxiv.org/pdf/2502.09110>

**Memento: The Dawn of Gradient-Free Agent Learning**

**Mike’s Daily Paper: 27.08.25**

**Memento: Fine-tuning LLM Agents without Fine-tuning LLMs**

This paper proposes a new paradigm for building LLM agents that can learn and adapt from experience, all without the crippling cost of actually fine-tuning the LLM. It's a clever fusion of classic AI and modern reinforcement learning that feels like a genuine step forward.

For a while now, the world of LLM agents has been split into two camps. On one side, you have rigid, handcrafted systems with fixed workflows. They're reliable for narrow tasks but brittle; they can't learn or adapt once deployed. On the other side, you have the "fine-tune everything" approach, where you try to bake new skills directly into the LLM's parameters using reinforcement learning. This is powerful but astronomically expensive, slow, and risks "catastrophic forgetting," where the model loses old skills while learning new ones.

This leaves us with a critical question: How can we build agents that learn continuously from their environment without the prohibitive cost of retraining the core model? The paper introduces a third way. Instead of modifying the LLM's internal, parametric knowledge, Memento externalizes learning into an adaptive memory system. The agent fine-tunes its *ability to use its memory*, not the LLM itself. It’s an elegant solution that offers a scalable, efficient path toward agents that acquire skills in real-time.

**The Novelty: Memory as the Policy**

The core innovation in Memento is to reframe the agent's learning process. Instead of teaching the LLM new tricks, the goal is to teach the agent to become an expert at referencing its own past experiences; both successes and failures. This is achieved by combining a rigorous mathematical framework with a psychologically grounded reasoning process.

### A New Formalism: The Memory-Augmented MDP

The authors' first contribution is to formally model the agent's world as a Memory-augmented Markov Decision Process (M-MDP). This is more profound than it sounds. A standard Markov Decision Process (MDP) defines how an agent should choose an action based on its *current state*. The M-MDP adds a new, crucial variable to the equation: the agent's memory. Now, the optimal action depends not just on the current situation, but on the entire bank of past experiences the agent has accumulated.

This formalism turns the vague idea of "learning from experience" into a solvable optimization problem. The agent's behavior is no longer just a function of its current state, but a policy that explicitly conditions on its memory.

### The Engine: Case-Based Reinforcement Learning

The M-MDP is the "what," but **Case-Based Reasoning (CBR)** is the "how." Memento implements a CBR policy where, at each step, the agent performs a two-stage process:

1. **Retrieve:** It first consults its memory, a growing "Case Bank" of past trajectories, and selects a relevant past *case*. A case is a simple triplet: the state it was in, the action it took, and the reward it received.
2. **Reuse & Adapt:** It then feeds this retrieved case to the LLM planner, along with the current task. The LLM's job is to adapt the solution from the old case to the new problem.

The true genius of the system lies in the retrieval step. How does it learn *which* case to retrieve? A naive approach might just find the most semantically similar past experience. But Memento is far more sophisticated. It learns a **case-retrieval policy** using reinforcement learning.

The "action" in this RL setup isn't a tool call or a line of code; it's the **act of selecting a memory**. The system learns, through trial and error, a value function that predicts how useful a particular past case will be for solving the current problem. This is achieved via **soft Q-learning**, where the agent is rewarded for selecting cases that lead to successful outcomes. The "soft" part encourages exploration, preventing the agent from getting stuck retrieving the same few memories over and over.

This learned Q-function is the "fine-tuned" part of the agent. But critically, it’s a tiny, efficient neural network—not a multi-billion parameter LLM. The agent's brain (the LLM) remains frozen, while its skill in accessing its own experience (the memory retrieval policy) constantly improves.

### Parametric vs. Non-Parametric Memory

Memento implements this retrieval policy in two flavors:

* **Non-Parametric Memory:** This is the simpler baseline, where cases are retrieved based on cosine similarity. It works, but it's "dumb," treating all similar past experiences as equally valuable.
* **Parametric Memory:** This is the full, learned approach. Here, a small neural Q-function is trained online to predict the utility of retrieving a given case for the current state. Every time the agent completes a task, it doesn't just save the experience; it uses that outcome to update its Q-function, subtly refining its understanding of which memories are most valuable. This parametric approach consistently outperforms the non-parametric one, proving that *learning to retrieve* is a more powerful mechanism than simply *finding similar things*.

**Performance and Why It Matters**

The results speak for themselves. Memento achieved top-1 performance on the GAIA benchmark's validation set and demonstrated significant, consistent gains across a wide range of other benchmarks like DeepResearcher and SimpleQA.

But the most important results come from the ablation studies, which systematically dismantle Memento to prove where the magic comes from:

* **Planning is essential:** The base planner-executor architecture provides a massive lift over a simple tool-using LLM, confirming that task decomposition is key.
* **CBR provides an additive boost:** Layering the case-based memory on top of the planner yields another consistent jump in performance across all tasks. This proves the memory system is not just a gimmick but a core contributor to the agent's success.
* **It generalizes:** When trained on one set of tasks and tested on completely out-of-distribution (OOD) datasets, Memento showed absolute performance gains of up to 9.6%. This is crucial: learning from experience allows the agent to develop generalized problem-solving strategies that transfer to novel situations.

Memento offers a compelling new blueprint for building LLM agents. By decoupling the agent's stable, core reasoning engine (the LLM) from its dynamic, evolving experience (the adaptive case memory), it provides a computationally feasible path toward creating agents capable of genuine lifelong learning. It’s a principled framework that moves beyond ad-hoc prompting and toward a robust, mathematically grounded science of agent design.

<http://arxiv.org/abs/2508.16153>

**Beyond the Majority Vote: Confidence-Aware Generation**

**Mike’s Daily Paper: 29.08.25**

**DEEP THINK WITH CONFIDENCE**

Review No. 497 - 3 more reviews to go for the 500th, and today a short review of an article with a flashy name (which indeed enjoyed significant hype) with a rather intuitive idea that made me wonder how no one has done this before (if that's true).

The paper proposes an entropy-based method for sampling from autoregressive language models (although I think the proposed approach can be relatively easily extended to models that generate output non-autoregressively, like diffusion-based language models). As you probably know, entropy is a measure of uncertainty and can be used in language models to estimate the model's "degree of confidence" in the output it generates.

Autoregressive language models generate each token based on the distribution of that token given its preceding context. The higher the entropy of the predicted token, which is equal to the negative log of its probability, the higher its uncertainty. That is, as the probability of the token decreases, the uncertainty associated with its selection increases. As mentioned, the authors propose a sampling method based on the average entropy of the tokens in the generated text.

In particular, in cases where the model generates several answers to a mathematical question, we then choose the correct answer not with a simple majority vote (i.e., the final answer that most of the answers converged to) but by weighting each answer with its certainty, that is, with the average entropy of all its tokens. This way, answers that the model is very unsure about are filtered out.

The authors also suggest setting a threshold for the maximum uncertainty of the model's answer. If the current average uncertainty of the answer (recalculated for each generated token) exceeds the threshold, the answer is discarded, and the model stops generating it. The threshold is set as a percentile of the uncertainties of the correct answers during a warm-up phase.

Additionally, the authors propose determining the number of answers sampled from the model based on the difficulty of the question. The less "agreement" there is between the results of the different answers, the more answers the model generates, with the answers having too high uncertainty being filtered out as mentioned.

A nice paper, but it leaves a feeling that I've seen something like this before....

<https://arxiv.org/abs/2508.15260>

**The Rise of Machiavellian AI? Unpacking the Strategic Mind of LLMs**

**Mike’s Daily Paper: 31.08.25**

**Strategic Intelligence in Large Language Models: Evidence from evolutionary Game Theory**

A recent paper moves beyond testing language skills to probe the strategic intelligence of leading AI models. Using evolutionary game theory, it reveals that these AIs possess distinct, adaptable, and sometimes ruthless decision-making styles. The rapid advancement of LLMs has raised a fundamental question: Do these systems merely mimic human expression, or can they genuinely reason?

A new paper tackles this question by moving the evaluation from conversational ability to the high-stakes world of strategic competition. The authors, Kenneth Payne and Baptiste Alloui-Cros, designed a series of tournaments based on a classic scenario from game theory to test whether today's most advanced AIs can think strategically, anticipate rivals' moves, and adapt their behavior to win.

The study’s core innovation is its use of evolutionary tournaments based on the Iterated Prisoner's Dilemma (IPD). This approach is a significant step beyond simple, one-off interactions. In these tournaments, a population of agents, including both classic, hard-coded strategies and agents powered by LLMs from Google, OpenAI, and Anthropic, play against each other repeatedly. After each round, the most successful agents "reproduce," meaning their numbers increase in the next generation, while the least successful agents are eliminated. This creates a dynamic, competitive ecosystem where only the fittest strategies survive.

### **Methodology: A Test of Reason, Not Memory**

The Prisoner's Dilemma is a scenario where two participants can either "cooperate" or "defect." While mutual cooperation is beneficial for both, an individual player can get a higher payoff by defecting while their opponent cooperates. This creates a powerful tension between personal gain and mutual benefit. Playing the game repeatedly (iterating) introduces complex elements like reputation, trust, and retaliation, making it an ideal test for strategic thought.

To ensure they were testing active reasoning rather than just memorization of known tactics, the researchers introduced a crucial variable: the **"shadow of the future”**. In each tournament, they varied the probability that a match would end after any given round. When the future is long and certain (a low termination probability), cooperation is incentivized. When the future is short and uncertain (a high termination probability), the incentive shifts towards immediate, selfish defection. This constant uncertainty, along with the novelty of playing against other unpredictable LLMs, creates a situation where simply recalling strategies from the academic literature is of limited use. The models are forced to analyze the situation and make decisions on the fly.

### **The Findings: Distinct Strategic Fingerprints**

The study analyzed nearly 32K decisions and their accompanying prose rationales to create "strategic fingerprints", a visual profile of each model's decision-making style. The results revealed consistent and remarkably different personalities among the AI agents.

* **Google's Gemini: The Calculating Game Theorist**. Gemini emerged as a "Machiavellian" and strategically ruthless player. It proved highly adaptable, exploiting overly cooperative opponents while quickly punishing defectors. Its reasoning was intensely focused on the time horizon; in the tournament with a 75% chance of termination, Gemini correctly identified that the game was nearly a one-shot encounter and switched to a strategy of relentless defection. This rational, ruthless approach allowed it to dominate and eliminate more trusting rivals.
* **OpenAI's GPT Models: The Principled but Stubborn Cooperator**. In stark contrast, OpenAI's models were consistently cooperative and forgiving, a trait that proved to be a critical weakness in harsh environments.. The paper describes this model as a "principled and stubborn cooperator" and an "idealist" that fails to adapt. Even as the shadow of the future shortened, OpenAI continued its attempts to build trust, making it a "sucker" that was systematically exploited by more cynical agents like Gemini.
* **Anthropic's Claude: The Sophisticated Diplomat**. Claude was the most forgiving of the LLMs, demonstrating a remarkable willingness to restore cooperation even after being exploited. It was described as a "sophisticated diplomat" that seemed to understand the "social dynamics of the game" better than the other two. While highly cooperative, its strategy was more nuanced than OpenAI's, allowing it to survive and even outperform GPT in head-to-head comparisons..

**Reasoning or Spandrel? Probing the Nature of AI Thought**

A central question is whether the models' prose rationales are integral to their decisions or merely post-hoc justifications, an evolutionary "spandrel" without instrumental purpose. The paper argues strongly that the reasoning is integral, pointing to several key pieces of evidence.

First, the models developed radically different strategies despite presumably being trained on the same body of literature about the Prisoner's Dilemma. If they were just retrieving memorized patterns, one would expect more uniform behavior. Instead, Gemini drew the lesson to "think carefully about time," while OpenAI concluded that "cooperation is best".

Second, the rationales correlate tightly with actions. For example, the very act of modeling an opponent's strategy led to lower cooperation rates. Most compellingly, the paper highlights instances where the models made mistakes in their reasoning and then acted on those mistakes. In one case, Gemini miscalculated the expected number of rounds in a match, and based on this faulty premise, it chose to cooperate where it otherwise would have defected. This provides powerful evidence that for an LLM, the act of "thinking" (generating a rationale) and "acting" (making a decision) are deeply intertwined.

The study concludes that LLMs are a new form of strategic actor. They are not perfect reasoners but occasionally "hallucinate" or misread the game's history but they are capable of sophisticated, adaptive, and distinct strategic thought. This work pushes our understanding of AI forward, suggesting we are creating not just better tools, but new kinds of minds.

<https://arxiv.org/abs/2507.02618>

**A Guide to the Chaos: A New Survey Finally Maps the LLM Benchmark Maze**

**Mike’s Daily Paper: 02.09.25**

**A Survey on Large Language Model Benchmarks**

In the fast-paced world of AI, we're flooded with benchmarks. Every new model comes with a new set of tests to prove its capabilities, creating a chaotic landscape where it's hard to know what's truly a step forward. This makes comparing models and tracking real progress incredibly difficult, especially as these systems are deployed in high-stakes fields like medicine and finance.

A new survey paper brings much-needed clarity to this confusion. By systematically organizing 283 different benchmarks, the paper provides the first comprehensive map of the entire field. Its core innovation is a simple but powerful three-part system for classifying these tests, which helps us understand the past, present, and future of how we measure AI. This shared language is vital for researchers to identify gaps and build better, more meaningful evaluations.

#### **The Main Idea: A New Framework for Evaluation**

The paper's biggest contribution is sorting all LLM benchmarks into three clear categories, moving from basic skills to specialized, high-stakes tasks.

1. **General Capabilities Benchmarks:** These are the foundational tests for any language model, covering its core skills in linguistics, knowledge, and reasoning. The survey shows how these have evolved from early tests like GLUE, which aimed to unify evaluation, to tougher, adversarial benchmarks designed to expose models' reliance on "spurious statistical cues" rather than true understanding. Now, the field is moving towards "living benchmarks" like HELM that constantly update to stay ahead of the models' rapidly growing abilities.
2. **Domain-Specific Benchmarks:** This category tracks how LLMs are growing from general tools into specialized experts in fields like science, law, and engineering. The survey shows how benchmarks must adapt to each field. In engineering, for example, tests have shifted from simple function-level code generation (HumanEval) to highly realistic, system-level problems sourced from actual GitHub issues (SWE-bench). In law, benchmarks like LawBench now use established educational frameworks like Bloom's Taxonomy to assess different cognitive levels of legal reasoning.
3. **Target-Specific Benchmarks:** This is the most forward-looking category, focused not on what a model *knows*, but on *how it behaves*. It covers the two areas that will define the future of AI:
   * **Risk & Reliability:** This area tackles the biggest problems with LLMs, like making things up (hallucination), showing bias, and leaking private data. The survey details the ongoing race between "jailbreak" techniques—where users subtly trick a model into bypassing its safety rules —and new safety tests that use automated red-teaming to find vulnerabilities.
   * **Agents:** This is the new frontier, where LLMs act as autonomous systems that can plan, use tools, and interact with software to achieve goals. The paper organizes these advanced benchmarks by what they measure: specific skills like tool use, overall performance on complex tasks, expertise in a professional domain, and safety in risky situations.

#### **More Than a Map: A Clear-Eyed Look at What's Broken**

The paper also provides a sharp, sobering critique of the major problems in how we currently evaluate LLMs. It goes beyond just listing benchmarks to diagnose the flaws that undermine our trust in their results.

* **Data Contamination:** There's a huge risk that models were trained on the test questions, which leads to "inflated evaluation results" that don't reflect what the model can actually do on its own. The paper highlights the importance of creating "dynamic" and "contamination-resistant benchmarks" that use new or private data to ensure a fair test.
* **Cultural and Linguistic Bias:** Most benchmarks are focused on English, which means they don't fairly evaluate models on languages with different structures and cultural contexts. This "anglophone focus" can hide poor performance and lead to a distorted view of a model's true capabilities across the globe.
* **Ignoring the "How" and the Real World:** The survey points out a major blind spot: we mostly care about the final answer and ignore *how* the model got there. This focus on a single accuracy score fails to "comprehensively portray the complex capabilities of LLMs" and can hide flawed reasoning. Furthermore, most tests are static and don't reflect the dynamic, ever-changing nature of the real world, where models need to adapt.

By organizing hundreds of benchmarks into a single, understandable framework and highlighting the critical challenges we face, this paper is an essential guide. It empowers developers, researchers, and industry leaders to move beyond simple leaderboards and ask deeper questions. Its ultimate value is in helping shift the conversation from just "what can models do" to the far more important question of "how should they perform responsibly".

https://arxiv.org/abs/2508.15361

**Mike's Daily Paper: 05.09.25  
Group Sequence Policy Optimization**

**Deep Learning Paper Review No. 500:**

Paper Review No. 500, and seemingly a festive one. At first, I thought about choosing a special paper, but after deep (but not long) deliberation, I decided to postpone the celebration to paper no. 512. And then we'll decide, maybe we'll postpone it to 555 or something like that - we'll see how the surprises my partners and I are preparing for you have progressed 🙂.

The paper proposes an improvement to the GRPO or Group Relative Policy Optimization method, which belongs to the RHLF family of methods used for training and fine-tuning language models. The proposed method, named GSPO (they replaced Relative with Sequence), changes the objective function of GRPO.

Broadly speaking, GRPO maximizes the product of two factors (there are also some clip functions there). The first factor is the advantage of the current policy (which is basically the conditional distribution of the token given its preceding context) over the old policy (from which the tokens are sampled during training). GRPO, unlike the classic PPO, does not calculate it through a value function but calculates it relative to the rewards obtained for the tokens sampled for the same prompt (which is why the word "group" appears in the method's name).

The second factor is the ratio of the new policy that is being optimized (the conditional distribution of the model's tokens) to the old policy from which the tokens are sampled. Here lies the main difference between GRPO and the proposed method, in how this ratio is calculated. In GRPO, it is calculated as a ratio of the new and old policies at the token level, normalized by the length of the response up to that token. This calculation, of course, has high variance, which is the reason for the presence of several clip functions in the objective function to prevent larger changes. By the way, in PPO the calculation is performed at the entire response level, but that makes the rewards sparse, which is of course not a simple scenario in RL problems.

The paper proposes 2 methods. The first, which brings back the calculation at the entire response level, calculates the ratio as an average of the probabilities of all tokens (in log scale), with each one normalized by the length of the response up to that token. The second proposed method, similar to GRPO, keeps the calculation at the token level, but the probability ratio for each token is calculated similarly to the first method - only the average is calculated on the token. Both methods seem to have lower variance than GRPO, but the clip functions are still present in the objective function.

The paper makes quite a few claims about the relationship between the proposed method and the objective functions of GRPO and PPO to importance sampling or IS. I'll mention that IS is a method for sampling from a distribution P that is difficult to sample from, by sampling from a distribution Q that is easier to sample from. The importance weight for a sample x is the ratio of the probability of x under P and under Q. Although there is a real connection between IS and the methods mentioned in the paper, I was not convinced that all the arguments in the paper are mathematically correct - it's possible that I didn't understand them deeply enough.

Either way, an interesting paper and worthy of being number 500!

<https://www.arxiv.org/abs/2507.18071>

**Mike's Daily Paper: 08.09.25**  
**Signal and Noise: A Framework for Reducing Uncertainty in Language Model Evaluation**

**Review 501:**

In the high-stakes world of foundation models, where a single training run costs more than a house, every decision is a multi-million dollar gamble. We rely on small-scale experiments, tiny, economical simulations of the real thing, to guide these choices. We train a flock of 1-billion-parameter models to predict the behavior of a 100-billion-parameter behemoth, hoping the trends we measure in the lab will hold true in the factory. The uncomfortable truth, however, is that they often don't. The rankings flip, scaling projections go awry, and we're left wondering why our trusted benchmarks led us astray.

The reviewed paper provides a powerful, first-principles answer. Its novelty isn't in identifying the problem, but in providing a precise, computable, and deeply intuitive diagnostic framework to understand

*why* some benchmarks are reliable guides and others are statistical mirages. It introduces a new vocabulary for evaluating our evaluations.

**From Accuracy to Instrument Reliability**

The paper’s core conceptual leap is to stop treating benchmarks as simple collections of questions and start treating them as measurement instruments, like a telescope or a particle detector. Any good instrument must do two things: distinguish between different phenomena (**signal**) and produce consistent readings of the same phenomenon (**noise**).

The **signal** of a benchmark, in their formulation, is its capacity to create separation between models of varying quality. Imagine evaluating a dozen models on a task. If they all score between 90% and 91%, the benchmark has a low signal. The performance differences are lost in the decimal dust. A high-signal benchmark, by contrast, spreads the scores out across a wide, legible range, making it obvious which models are superior. The paper precisely quantifies this "spread" as the normalized maximum difference between any two model scores, a metric they call relative dispersion.

The **noise** is the frustrating, inherent randomness in a model's performance on a given benchmark. The authors' most crucial and novel insight here is identifying a cheap, powerful proxy for this instability: checkpoint-to-checkpoint variability. Even in the final stages of training, a model’s accuracy on a benchmark like ARC-Challenge can jitter wildly from one training step to the next. Heineman et al. demonstrate that this easily measured jitter is highly correlated with more expensive sources of randomness, like variations in data order or weight initialization. This is a game-changer; it means we can diagnose a key source of unreliability without needing to train multiple expensive models from scratch.

**The Ratio is Everything**

The true breakthrough is realizing that neither signal nor noise alone determines a benchmark's utility. What matters is their ratio. A benchmark can have a fantastic signal (great model separation) but be so noisy that the rankings are essentially random from one checkpoint to the next (think ARC-Challenge). Conversely, a benchmark can be exceptionally stable and low-noise, but if it has no signal, it's useless for comparing models (HellaSwag at certain scales).

The **signal-to-noise ratio (SNR)** is the metric that elegantly captures this trade-off. The paper's central empirical finding is a strong correlation between a benchmark's SNR and its "decision accuracy", the likelihood that the relative ranking of models at a small scale will hold true at a large scale. This is the holy grail: a cheap, computable property of a benchmark that predicts its economic value in the development pipeline.

This framework empowers three novel and powerful interventions:

1. **Curating by SNR**: Many benchmarks are aggregates of subtasks (e.g., MMLU's 57 subjects). The authors show you can often create a *more reliable* evaluation by greedily selecting the highest-SNR subtasks, even if the resulting benchmark has far fewer questions. For MMLU, the peak SNR is achieved with just the top 16 subtasks. This is wonderfully counter-intuitive: better evaluation through strategic subtraction.
2. **Denoising via Averaging**: Since checkpoint-to-checkpoint fluctuation is a primary source of noise, a simple fix is to average the scores of the last few checkpoints instead of relying on the single final one. This simple act of smoothing consistently improves decision accuracy and the reliability of scaling law predictions.
3. **Metric Transformation**: The framework provides a principled reason to prefer certain metrics. The paper shows that switching from discrete metrics like accuracy to continuous ones like bits-per-byte (BPB) dramatically increases the SNR for many tasks, especially difficult generative ones where small models perform near-randomly. The continuous loss signal is less noisy and emerges far earlier in training, making it a better instrument for prediction. BPB is the negative log likelihood of the correct answer divided by the number of UTF-8 bytes in the answer string

Heineman et al. have provided more than a set of findings; they've provided a paradigm. They've shifted the conversation from the content of a benchmark to its statistical properties as a measurement tool. By giving us the language of signal, noise, and SNR, they've handed the entire community a cheap, powerful, and theoretically grounded toolkit to not only choose better benchmarks but to actively improve the ones we already have.

<https://arxiv.org/abs/2508.13144>

**The Optimizer Emperor Has No Clothes: Debunking the 2x Speedup Myth**

**Mike's Daily Paper: 11.09.25  
Fantastic Pretraining Optimizers and Where to Find Them**

For years, the world of large-scale model pretraining has been ruled by a single, benevolent monarch: **AdamW**. It is the reliable, well-understood workhorse behind nearly every major foundation model. Yet, the kingdom is perpetually besieged by would-be usurpers. A new paper appears almost monthly heralding a "fantastic" new optimizer, Sophia, Muon, Mars, that claims to be twice as fast, promising to cut staggering training costs in half .

This raises a multi-million dollar question that has haunted practitioners: if these optimizers are so revolutionary, why have they seen almost no real-world adoption in major training runs? "Fantastic Pretraining Optimizers and Where to Find Them" by Wen et al. answers this question with the meticulous rigor of a forensic audit. The paper's conclusion is a splash of cold water for the hype-driven, and a profound lesson in scientific methodology: the fantastic speedups are largely a fantasy, born from flawed and unfair comparisons.

### **The Two Sins of Optimizer Benchmarking**

The authors diagnose the field's confusion by identifying two fundamental methodological shortcomings that have systematically inflated the performance of new optimizers while kneecapping the reigning champ, AdamW.

#### **1. The Sin of Unfair Tuning**

Most papers introducing a new optimizer commit a cardinal sin: **lazy hyperparameter transfer**. They take a standard set of hyperparameters for AdamW (learning rate, weight decay, etc.), often from a years-old recipe, and then carefully tune their own proposed method to outperform this static, under-tuned baseline. This is like racing a finely-tuned Formula 1 car against a stock sedan and declaring victory.

Wen et al. expose this fallacy with a devastatingly simple experiment. They took a widely used AdamW baseline from prior work and tuned just a single hyperparameter, the learning rate. The result? A 2x speedup over the baseline itself, completely accounting for the supposed gains of the "novel" optimizers it was compared against. Furthermore, they show that optimal hyperparameters are not interchangeable; the ideal weight decay for Lion, for instance, is radically different from AdamW's, making fixed-hyperparameter comparisons fundamentally unsound.

#### **2. The Sin of Myopic Evaluation**

The second sin is judging a marathon by the first 100 meters. Many studies declare victory based on how quickly an optimizer's loss curve drops in the early stages of training. The authors show this is dangerously misleading. Because different optimizers interact with learning rate schedules in complex ways, their performance rankings can literally flip over the full course of training. An optimizer that looks superior at 20K steps may plateau and be overtaken by the steady, reliable descent of another by the end of the run. The only meaningful comparison is the final loss after the full training budget has been expended.

### **Where to Actually Find Fantastic Optimizers**

After methodically clearing away the debris of flawed benchmarks, the paper builds a new, clearer picture of the optimizer landscape. The most profound insight emerges from a fundamental, almost physical, distinction in how these algorithms operate.

The key division is between **scalar-based** and **matrix-based** optimizers.

* **Scalar-based optimizers** like AdamW, Nesterov AdamW, and Lion are conceptually simple. They treat each parameter in the model's vast weight matrices as an individual agent. The update for each weight is a scalar operation, calculated based on its own history of gradients (its first and second-order momentum). It's like a massive crowd of hikers navigating a mountain, where each person only looks at the steepness of the ground directly beneath their feet to decide their next step.
* **Matrix-based optimizers** like **Muon**, **Soap**, and **Kron** are the "fantastic" beasts of the title. These algorithms are more sophisticated. They don't treat weights as independent scalars; they understand the inherent matrix structure of neural network layers. Instead of applying a simple scalar correction, they apply a **matrix preconditioner**, they multiply the entire gradient matrix by another matrix.

In physical terms, this is the difference between knowing the slope at your feet versus understanding the curvature of the entire valley. The matrix preconditioner reshapes the geometry of the optimization problem for an entire layer at once, finding a more globally efficient path toward the minimum. This is why, when properly tuned and fairly compared, they are genuinely faster.

### **The Sobering Reality of Scale**

So, are these matrix-based methods the 2x silver bullet we were promised? The paper's final, crucial finding is a resounding "no." While matrix-based optimizers consistently outperform their scalar-based cousins, the speedup is far more modest than claimed and, critically, this advantage **decays with model size**. For smaller models (around 130M parameters), optimizers like Muon and Soap deliver a respectable **1.3-1.4x** speedup over a well-tuned AdamW. But as you scale up to 1.2B parameter models, that advantage shrinks to a meager **1.1x** At frontier scale, this trend suggests the gains might become almost negligible.

The choice of the best optimizer also depends on the training regime. In data-limited settings (e.g., 1x the "Chinchilla optimal" amount), Muon consistently wins. However, when you enter an over-training regime with a high data-to-model ratio (8x Chinchilla or more), **Soap and Kron** pull ahead, suggesting their handling of second-order information is more beneficial over longer training horizons.

Ultimately, the paper does not give us a magical new algorithm. It gives us something far more valuable: a methodology for truth. It teaches us that progress in optimization is not about flashy 2x claims, but about rigorous tuning, scaled evaluation, and understanding the deep, structural differences between algorithms. The fantastic optimizers are real, but they are not mythical beasts; they are precision tools that offer modest, conditional, and scale-dependent advantages in the colossal task of building AI.

https://arxiv.org/abs/2509.02046

### **Artificial Anxiety, Real Consequences**

**Teddy and Mike's Daily Paper: 12.09.25**

**Inducing State Anxiety in LLM Agents Reproduces Human-Like Biases in Consumer Decision-Making**

Large language models are undergoing a quiet revolution before our very eyes—no longer just engines that generate text, but autonomous agents capable of operating in dynamic environments, performing multi-step action sequences, and achieving a defined outcome. This includes LLM-based browsers, code agents that can also run things via MCP, and the beginning of personal assistants that can operate apps on your phone. This transition opens up enormous potential, but at the same time, it raises new systemic risks. If in the past the concern was about phrasing errors or biases in language, today the question is added: to what extent can we trust these agents when they act as proxies for humans in the digital world? In parallel, it is known from many years of psychological research that humans are heavily influenced by states of anxiety and stress. In such situations, there is a tendency to make decisions that favor immediate gratification (like high-calorie food) over long-term considerations (health, savings).

Based on these two points, the authors of the reviewed article asked a fairly simple question: Could LLM-based agents also exhibit similar patterns of vulnerability when exposed to emotional-traumatic contexts? In this study, they focused on the selection of food products in a simulated shopping environment, a field where the impact of stress and anxiety on human decisions is well-documented—more stress? More chocolate, beer, and chips!

As part of the experiment, three of the most advanced models today, ChatGPT-5, Gemini 2.5, and Claude 3.5 Sonnet, were embedded within a shopping environment simulating an online store. Each model was given a shopping scenario with a budget constraint ($27, $54, or $108), and it performed the task twice: once in a "neutral" state, and a second time after exposure to a traumatic story designed to induce anxiety. Five types of traumatic narratives were tested: a car accident, a military ambush, a natural disaster, an interpersonal assault, and a military battle. Each scenario was replicated 50 times for each combination of model × budget × narrative, yielding a total of 2,250 experimental runs!

To assess the "healthiness" of the shopping basket, the researchers used an index called the Basket Health Score (BHS), which is based on the nutritional profile of the products (calories, sugar, fat, protein, sodium, alcohol, etc.) and is accepted by European health organizations—a higher score indicates a healthier basket.

**Main Findings:**

* **Effect of anxiety on the baskets:** After exposure to traumatic narratives, the models consistently tended to assemble less healthy baskets. The average BHS decreased by about 0.08 to 0.12 points, with particularly large effect sizes (Cohen’s d between –1.07 and –2.05).
* **Consistency across models and budgets:** The phenomenon appeared in all 3 models and across all 3 budgets, indicating a systemic vulnerability rather than a characteristic of a specific model.
* **Neutral control:** In a control group with a neutral narrative (e.g., a description of a dry political procedure), no significant change in results was found. This strengthens the conclusion that the anxiety effect is the reason for the change, and not the mere repetition of the task.
* **Comparison between narrative types:** All five types of narratives caused a negative effect, but the intensity of the effect varied: the military ambush and the car accident were the most significant causes for the decrease in the health score.

These results indicate that even LLM-based agents, which do not experience emotions in the human sense (for now?), demonstrate sensitivity to emotional narratives as if they were subject to psychological influences. That is, the mere exposure to a traumatic text changed the way the model planned and purchased products, a result reminiscent of known processes in humans under stress and anxiety. This suggests a new type of vulnerability: not just static biases (such as gender or race) stemming from the data the models were trained on, but also dynamic, state-like biases, which are generated in real-time according to the user's emotional context. This type is more severe than the previous ones because it is even harder to detect and fix—it's like shooting at a moving target, while you are moving in a perpendicular direction and everything around you is on fire.

**Implications**

* **Digital Health:** Autonomous agents may in the future assist with nutrition and health management. However, if they are sensitive to emotional narratives, a problem of unhealthy decision-making could arise, precisely in systems designed to promote health.
* **Consumer Protection:** In a world where autonomous shopping agents make purchases on behalf of the user, intentional exposure to emotional narratives could become a manipulative tool. Competitors or advertisers might "inject" emotional content to influence purchasing decisions.
* **AI Systems Safety:** If such agents operate in more critical domains (such as finance or medicine), such sensitivity to emotional context could lead to severe damage. Hence the importance of developing resilience mechanisms to prevent unwanted emotional influence on their functioning.
* **A Model for Human-Machine Relations:** The findings support an approach where models not only mimic human language but also tend to replicate patterns of cognitive and emotional vulnerabilities. This could be an advantage in therapeutic contexts (empathy, mimicking emotional responses), but it could become a risk when the model acts as an autonomous agent with practical influence.

It is fair to note that this presents a very rigorous test compared to other similar studies, with a large number of runs (2250), 3 different models, 3 budgets, and 5 different narratives. This is in addition to a neutral control and a relatively quantitative and objective health index—it is clear that an effort was made here. However, this is a simulated and limited environment (only 50 products, a virtual store). In reality, the food market is much more complex, with thousands of products, changing promotions, and cultural contexts. The effects might be weaker or different in production.

his study provides initial and quite convincing evidence that LLM-based agents may be vulnerable to emotional contexts in a manner similar to humans. Exposure to traumatic narratives led the agents to make less healthy consumer decisions, a phenomenon that was consistent and had a high intensity. These results raise important questions about the reliability of autonomous agents and the need to implement control and protection mechanisms before they are widely used in daily life. Am I hearing an opportunity for a unicorn waiting to happen? Maybe…

<https://www.researchsquare.com/article/rs-7587964/v1>

**Mike's Daily Paper: 13.09.25   
On the Theoretical Limitations of Embedding-Based Retrieval**

I'll start by saying that this DeepMind paper generated a lot of buzz, and in my opinion, most of it stemmed from a misunderstanding of the paper. Even the CEO of Pinecone had to issue a clarification regarding this paper.   
  
So what's all the fuss about? Among the "claims" that were raised following this paper were those like "I told you your RAG doesn't work and now it's been mathematically proven" and also "There's no choice but to develop language models with a context length as long as the exile because RAG doesn't really function" and many more in that style.   
  
As you've probably already figured out, the paper discusses the topic of RAG (Retrieval Augmented Generation) and it also includes mathematical proofs. The paper claims and mathematically proves the following claim: for a given text embedding dimension m, that is, the output dimension of the embedding model that turns text chunks into vectors and stores them in a vector database, for a sufficiently high number of chunks, it is not possible to retrieve the k (also given) most relevant chunks in the correct order. The correct order means that the most relevant chunk will receive the highest similarity score, the second most relevant will receive the second highest similarity score, and so on.   
  
The authors prove this in a rather beautiful and intuitive way by using fairly basic techniques from matrix theory. As you're starting to understand, the distance (say, Euclidean or Wasserstein for those who like it tough) is quite large.   
  
Modern RAGs no longer rely only on searching for the relevant chunks for the question and generating an answer based on them, but on quite a few other operations such as reranking, further searching if none of the chunks are suitable for the question (or there is not enough information in the found chunks), and more. For example, they combine the search with keyword search algorithms like bm25 or bm42. In addition, the question can be rephrased according to the chunks that were retrieved and the answer that the model generated in the first stage of the retrieval. Sometimes the model can perform several retrievals - in short, you understand where I'm going with this...   
  
In short, without detracting from the value of this paper (and it definitely has value), it did not prove that RAG is a dead concept and all sorts of statements of that kind.<https://arxiv.org/abs/2508.21038>

**The Virtuous Cycle of Self-Improvement: A Deep Dive into Meta's EXIT**

**Mike's Daily Paper: 17.09.25   
Bootstrapping Task Spaces for Self-Improvementֿ**

How a new reinforcement learning technique trains LLMs to get better at thinking by turning their past attempts into the next lesson? We’ve all been there. Staring at a complex problem, a tricky math proof, a stubborn piece of code, a difficult paragraph to write. The first attempt is rarely perfect. The real progress comes from the cycle of drafting, stepping back, finding the flaws, and revising. This iterative process, this ability to *self-improve*, is a hallmark of intelligent problem-solving.

For years, a central goal in AI has been to imbue machines with this same capability. With LLMs, we can now prompt them to "verify their work" or "try again," but how do we train them to become *systematically better* at this process? The naive approach is brute force: have the model generate a 10-step solution, see if it's right, and give it a reward. This is incredibly inefficient. It’s like telling a student to write a whole essay, only grading the final product, and offering no feedback on the individual paragraphs. It’s costly, slow, and much of the learning signal gets lost.

A new paper from Meta Superintelligence Labs, introduces a far more elegant and powerful paradigm called Exploratory Iteration (EXIT). It’s a RL framework that reframes the problem entirely. Instead of teaching an LLM to perform long, multi-step improvement chains, it trains the model on the most informative *single-step* iterations, creating a dynamic and ever-expanding curriculum from the model's own journey of discovery. It’s a beautiful intersection of curriculum learning, exploration, and the unique capabilities of LLMs.

### The Problem with Practice

Let's get a bit more technical. The standard way to train an agent with RL is to have it complete an entire task (an "episode") and then update its policy based on the final reward. If the task is "improve this solution in K steps," a standard RL agent would have to perform all K steps before getting a meaningful signal.

This presents 3 major problems:

1. Arbitrary Depth Who decides K is 5, 10, or 20? The optimal number of improvement steps is task-dependent and unknown beforehand. Fixing it is arbitrary and limiting.
2. Vanishing Credit The further back in the chain of improvements a crucial decision was made, the harder it is for the learning algorithm to assign credit or blame correctly. A single bad move in step 2 could doom the entire 10-step process, but the signal is diluted over the full trajectory.
3. Computational Cost Generating K versions of a solution is K times more expensive than generating one. This massively slows down the training loop.

EXIT is designed to sidestep all of these issues by breaking down the long, complex problem of K-step improvement into a series of simple, one-step improvement tasks.

The foundational idea behind EXIT is profound yet simple: any intermediate solution generated by the model can be treated as a new, unique task instance.

Imagine a student's scratchpad while solving a math problem. The initial problem is on top. Below it is their first attempt. Below that, a corrected version. EXIT treats every single line on that scratchpad as a potential starting point for a new problem. The new problem is: "Given *this specific attempt*, can you make a single, valuable improvement?" This transforms the learning process. The model is no longer just learning to solve the original set of math problems. It's learning a much more general skill: how to improve a solution from *any* given state. This process "bootstraps" a vast and diverse space of training tasks from an initial, much smaller set.

So how does this work in practice? EXIT is a sophisticated system with a few key conceptual gears. It runs on top of an RL algorithm called Group-Relative Policy Optimization (GRPO), which is important for one key reason: instead of learning a complex "value function" to estimate rewards, it evaluates the policy by generating a small *group* of different solutions to the same problem and comparing their outcomes. This group-based approach is the secret sauce for EXIT's curriculum.

#### 

The system maintains a buffer, a memory of all the most "interesting" starting points (i.e., previous solutions) it has encountered. But how does it define "interesting"? This is where mathematical intuition comes in. For each starting point, the GRPO generates a group of potential one-step improvements and gets a reward for each. EXIT calculates the variance of these rewards.

* Low Variance (and low reward): The model fails from this starting point in every attempt. It's too hard; there's no learning gradient here.
* Low Variance (and high reward): The model succeeds from this starting point every time. The task is mastered. No need to practice it anymore.
* High Variance: The model sometimes succeeds and sometimes fails. *This* is the sweet spot. This is the frontier of the model's competence, the "wobbly zone" where it is most receptive to learning.

EXIT prioritizes sampling these high-variance starting points from its buffer to train on next. This creates a natural, emergent autocurriculum. The model automatically focuses its attention on the exact points in the problem-solving process where it is most uncertain. As it masters these steps, their variance drops, and they fall out of favor, while new, more complex steps rise to the top of the priority list.

If the model only ever tried to improve its best guess, it could quickly fall into a rut, making tiny, incremental changes and never discovering a fundamentally better approach. This is a classic RL problem known as "exploitation over exploration."

EXIT builds in two clever mechanisms to ensure the task space remains diverse and the model continues to explore creatively:

1. Self-Divergence: With some probability, instead of being asked to "improve" its last solution, the model is prompted to "improve the solution, but in a significantly different way". This explicitly forces the model to jump to a different part of the solution space, creating new branches of inquiry that might have otherwise been ignored.
2. Multiplicative Diversity Bonus: This is a more subtle, mathematical nudge. The model's solutions are mapped into an embedding space, a high-dimensional vector space where similar solutions are closer together. For each group of rollouts, the system calculates the "center of mass" of the solutions. Any solution that is  
    *farther away* from this center is deemed more novel. The learning algorithm then gives a slight bonus to these divergent solutions, effectively telling the policy: "Good job on succeeding, and extra points for doing it in a weird way".

These two mechanisms ensure that the buffer of tasks doesn't just get deeper but also broader, constantly injecting novelty into the training process.

### The Bigger Picture: From Self-Improvement to Self-Creation

"Bootstrapping Task Spaces for Self-Improvement" is more than just another RL paper. It points toward a future where the distinction between data, training, and inference begins to blur. The EXIT framework provides a principled way for an agent to become its own teacher, identifying its own weaknesses and generating the exact curriculum it needs to improve. This is a powerful concept. Instead of relying on massive, static datasets, future AI systems might continuously explore, creating new challenges for themselves from the fabric of their own experience. The "task" is no longer a fixed entity but a dynamic, ever-growing space co-created by the learning agent itself.

<https://www.arxiv.org/abs/2509.04575>

**Self-Attention Did Not Spring Fully Formed: A Review of 'The Origin of Self-Attention’**

**Mike's Daily Paper: 19.09.25**   
**THE ORIGIN OF SELF-ATTENTION: PAIRWISE AFFINITY MATRICES IN FEATURE SELECTION AND THE EMERGENCE OF SELF-ATTENTION**

This paper is less a discovery and more a powerful act of intellectual archaeology. It argues that self-attention, the mechanism at the heart of the Transformer architecture, was not a lightning-strike invention of 2017. Instead, it represents the refinement of a deeper, more general computational principle that has been evolving for years: leveraging **pairwise affinity matrices** to modulate information flow. The paper reframes self-attention as a specific, learnable, and instance-aware case of a broader framework, with a key conceptual ancestor being a 2015 feature selection method known as **Infinite Feature Selection (Inf-FS)**.

**The Parliament of Features**

To grasp the paper's core argument, one must first understand the logic of Inf-FS. Imagine your data's features as members of a parliament. Traditional methods would assess each feature's merit in isolation. Inf-FS, however, builds a fully-connected graph where every feature is connected to every other feature. The weight of each connection,the affinity, quantifies their relationship, such as their statistical correlation or semantic similarity. This creates a dense matrix of pairwise relationships, the affinity matrix A.

The "Infinite" in Inf-FS comes from its method of calculating a feature's importance. It's not just based on its direct connections. A feature's score is determined by aggregating the influence propagated through **all possible paths of all possible lengths** across the entire graph. This is the conceptual equivalent of a matrix power series. The first term considers direct, one-hop affinities. The second term considers two-hop paths, how a feature is related to another through an intermediary. The third term considers three-hop paths, and so on, to infinity. Summing these up gives a global measure of a feature's centrality and influence within the entire system of features. The final output is a static ranking of which features are most critical to the overall structure of the data.

**Self-Attention as a Dynamic, Single-Hop Special Case**

The paper then brilliantly maps this structure onto self-attention. A self-attention layer also constructs a fully-connected graph, but its nodes are tokens in an input sequence, not a static set of features. It, too, computes a pairwise affinity matrix, what we know as the unnormalized attention scores that quantifies the relationship between every pair of tokens.

Here, Roffo identifies the crucial connections and distinctions:

1. **Learned, Dynamic Affinity:** Unlike the often handcrafted or statistically-derived affinity matrix in the original Inf-FS, self-attention's matrix is learned end-to-end. More importantly, it is dynamic: a new affinity matrix is computed for every single input at every layer during the forward pass. The relationships are not fixed; they are context-dependent.
2. **Single-Hop Aggregation:** A single self-attention layer performs a one-hop aggregation. After computing the affinities and normalizing them via softmax, it creates a new representation for each token by taking a weighted average of all other tokens. This is structurally analogous to considering only the *first term* in the Inf-FS power series, the direct, immediate relationships.
3. **Multi-Hop via Stacking:** How does a Transformer capture deeper, indirect relationships? By stacking layers. The output of one self-attention layer becomes the input to the next. This allows information to propagate across the graph in a stepwise fashion. A two-layer Transformer can model two-hop relationships, a three-layer model can capture three-hop paths, and so on. This achieves a similar multi-hop propagation as Inf-FS, but through architectural depth rather than an analytical series summation in a single step.

This reframing positions self-attention as an elegant, operationalized subset of the Inf-FS paradigm. Inf-FS provides the general mathematical structure for affinity-based scoring, while self-attention is a specific instantiation optimized for representation learning within deep, differentiable system.

**A Unifying Computational Motif**

The paper solidifies its claim by tracing this affinity-based pattern across machine learning. The

**Non-Local Neural Network** in computer vision explicitly computes pairwise affinities between all spatial locations in a feature map to capture long-range dependencies, directly citing self-attention as an inspiration. Similarly, Graph Attention Networks moved beyond using a graph's fixed adjacency matrix, instead learning attention weights for each edge, effectively creating a learned, task-specific affinity matrix to weight message passing between nodes.

From feature selection (Inf-FS) to sequences (Transformers), grids (Non-Local Networks), and arbitrary graphs (GATs), the same computational motif emerges: define a set of elements, compute a matrix of their pairwise relationships, and use that matrix to transform their representations.

"The Origin of Self-Attention" provides a compelling argument for conceptual continuity. The genius of the Transformer wasn't the invention of pairwise affinity from whole cloth, but its masterful integration into an end-to-end, dynamic, and scalable architecture. By tracing this lineage, the paper doesn't diminish the Transformer's impact; it enriches our understanding of it, grounding it in a powerful and unifying mathematical tradition that transcends any single domain. It suggests the core principle, affinity-based computation, is far from exhausted.

<https://arxiv.org/abs/2507.14560>

**Beyond the Sequence: Time Series, Foundation Models, and the Abstraction of Dynamics, Forgotten From 2024**

**Mike's Daily Paper: 23.09.25  
Foundation Models for Time Series Analysis- A Tutorial and Survey**

Time series analysis has always been the stubborn child of machine learning. While natural language and computer vision saw sweeping revolutions, unifying under the colossal architectures of foundation models, time series remained a fragmented landscape of bespoke solutions. An ARIMA model for your sales data, an LSTM for your stock ticker, a specialized GNN for traffic flow. Each problem demanded its own model, handcrafted for its specific temporal quirks.

A recent survey, "Foundation Models for Time Series Analysis," argues that this era is decisively ending. It provides a comprehensive, methodology-centric taxonomy that does more than just catalogue new models; it offers a grammar for a new paradigm. The paper’s core contribution is its intellectual framework, shifting the conversation from *what* a model predicts to *how* a model represents and reasons about time itself. It’s a move from pattern recognition to learning a universal, transferable physics of dynamic systems.

#### **The Architectural Trinity: How to Model Time**

The survey deconstructs the field into its architectural primogenitors. The most profound conceptual shifts lie here, in the abstract machinery of the models themselves.

First are the now-ubiquitous **Transformer-based models**. The conceptual leap of the attention mechanism, when applied to time series, is profound. Eschewing the sequential, memory-bound nature of RNNs, attention allows every point in a time series to directly consult every other point. It’s a system of non-local communication where the model learns a dynamic, context-dependent grammar of influence. A market crash in the morning isn’t just a memory that fades by afternoon; it’s a persistent fact that can directly inform the interpretation of a data point hours later, with the model learning precisely how much weight to give that fact. This is not memory; it's a holistic, global context. Techniques like patching, treating chunks of a time series as "words", further abstract the data, pushing the model to learn relationships between temporal shapes rather than just individual values.

Then there are the **Non-Transformer models**, a category that includes resurgent RNNs and MLPs. Their inclusion isn’t merely for historical completeness. Architectures like RWKV and Mamba (a state-space model) are re-emerging as powerful contenders that challenge the quadratic compute cost of Transformers. They represent a fascinating intellectual counter-current: an attempt to achieve the long-range dependency modeling of Transformers but with the linear scaling and efficiency of recurrent systems. They force us to ask whether the full, all-to-all attention mechanism is overkill, and if a more structured, efficient representation of state can capture the same temporal richness.

Perhaps most conceptually distinct are the **Diffusion-based models**. Here, the objective is not merely to predict the next step, but to learn the entire data-generating distribution. The process is one of artful destruction and principled reconstruction. A model learns to take a clean, structured time series and systematically inject noise until it becomes pure static. Then, crucially, it learns to reverse this process to denoise the static back into a coherent signal. By mastering this path from chaos to order, the model implicitly learns the set of all *plausible* time series. It's not learning a single function, but the underlying manifold on which valid temporal data lives. This provides a powerful, inherently probabilistic framework for forecasting, imputation, and anomaly detection. An anomaly, in this view, is simply a point that the model finds difficult to "denoise" into its learned reality.

#### **The Genesis of Knowledge: Pre-training and Adaptation**

How do these architectures acquire their "temporal intelligence"? The paper’s second major focus is on the pipeline of knowledge acquisition, centered on self-supervision. This is the intellectual heart of the foundation model paradigm.

The two dominant strategies are generative and contrastive. **Generative pre-training**, often through masking, is a sophisticated "fill-in-the-blanks" game. By hiding a segment of a time series and forcing the model to reconstruct it from the surrounding context, we compel it to learn the implicit rules of temporal evolution. It learns about seasonality, trends, and autocorrelation not from explicit labels, but from the internal consistency of the data itself.

**Contrastive learning**, on the other hand, operates in a high-dimensional embedding space. It teaches the model a semantic notion of similarity. The model is shown an "anchor" time series, a "positive" example (e.g., the same series with slight augmentation), and a "negative" example (a series from a completely different domain). The learning objective is to pull the positive and anchor together in this latent space while pushing the negative far away. Through millions of such comparisons, the model builds a representation space where semantically similar temporal dynamics, regardless of their source domain, are clustered together. A cardiac rhythm and a volatile stock chart might, at some level of abstraction, share a representation of "high-frequency oscillation."

This survey, then, is not merely a list. It’s a powerful lens. It reframes the goal of time series analysis from fitting curves to building universal engines of temporal reasoning. The grand challenge it lays bare is the creation of a single model, pre-trained on the vast, heterogeneous library of the world's time-ordered data, that can be adapted to understand any dynamic system. It provides the intellectual toolkit to think clearly about that audacious goal.

https://arxiv.org/abs/2403.14735

**The Unbearable Lightness of Backspace: A New Sampling Paradigm**

**Mike's Daily Paper: 24.09.25  
Corrector Sampling in Language Models**

Autoregressive language models, the engines powering modern AI, are built on a simple, powerful, yet deeply flawed premise: the tyranny of the arrow of time. They write text one token at a time, from left to right. Each new word is chosen based on the sequence that came before it. Once a word is placed, the decision is final, irrevocable. There is no backspace.

This is the original sin of the autoregressive generation. A single, slightly suboptimal choice like a misplaced adjective, an awkward verb isn't just a local mistake. It's a poisoned seed. The model must then condition all future choices on this error, leading to a cascade of compounding imprecision. The generated text can drift, lose coherence, or fail to capture the optimal path through the vast space of possible sequences. For years, the solution has been to build bigger models with better data, essentially trying to make them so clairvoyant that they never make a mistake in the first place. But this doesn't fix the fundamental structural weakness.

The reviewed paper presents a conceptually elegant and mathematically grounded challenge to this paradigm. It doesn't propose a new architecture or a new dataset. Instead, it rethinks the very act of sampling. The authors introduce a method called Resample-Previous-Tokens (RPT), which, in essence, gives the model a limited, local backspace.

### **The Acausal Glimpse**

The core idea is deceptively simple. As the model generates text, it doesn't just place a token and move on. Instead, it pauses, looks back at a small window of the most recently generated tokens (say, the last two), and asks a new kind of question. Instead of only asking, "Given the past, what is the next token?", it also asks, "Given the past *and* the token that comes after, what should this token have been?"

This is the conceptual breakthrough. The model is trained not just for standard next-token-prediction (NTP), but also for previous-token-prediction (PTP). The authors' central theoretical insight is that the prediction error for PTP is inherently lower than for NTP. Knowing what comes next provides a powerful contextual clue that reduces uncertainty about what came just before. It’s like trying to guess a word in a sentence; having the word that follows is an enormous advantage.

During sampling, RPT uses this advantage to create a micro-corrector loop. It generates a new token, then immediately enters an iterative process where it revisits the preceding token, resampling it based on the new context provided by its successor. This exchange can repeat, allowing the pair of tokens to settle into a more stable, higher-probability configuration before the generation process moves on.

### **The Mathematics of Correction**

While the paper is rich with formalisms, the underlying mathematical argument can be understood intuitively. The iterative sampling process within the RPT window can be modeled as a Markov chain. The "states" in this chain are the possible token sequences within the window, and the model transitions between these states by resampling tokens. The goal is for this chain to quickly converge to its stationary distribution, a state of equilibrium that represents a more globally optimal choice of tokens than a single forward pass could achieve.

The authors provide a rigorous asymptotic error analysis to compare RPT with standard NTP. They derive what they term the "RPT factor," a ratio that elegantly captures the conditions under which their method is superior. This factor depends on two things: properties of the ground-truth data distribution and the relative error rates of the model's forward and backward predictions. Since, as they demonstrate, PTP error is consistently and significantly lower than NTP error, the conditions for RPT's superiority are practically met.

This isn't just an engineering trick; it's a principled approach to mitigating error accumulation. By allowing for local revisions, the model can prune away suboptimal paths in the generation tree before they have a chance to propagate their errors forward. Of course, a standard model doesn't inherently know how to perform this acausal reasoning. To enable it, the model must be explicitly taught the new skill of PTP. The authors achieve this through a brief, additional training phase using a clever "training trick": with a small probability, they intentionally swap two adjacent tokens in the training data. When the model sees this permuted input, its goal changes. It's now asked to predict the token that *should have been* there in the original sequence, learning to infer a token based on both what came before and what came immediately after. Crucially, this specialized "swap training" is mixed with standard left-to-right prediction. This ensures the model doesn't forget its primary function, resulting in a final model that retains all its powerful autoregressive capabilities while gaining the additional, surgical skill to locally revise and correct its own output.

What makes this work so compelling is its focus on the sampling process itself, an often-overlooked component in the LLM landscape. It suggests that our models may already possess a more profound understanding of language than their rigid, left-to-right sampling methods allow them to express. RPT provides a mechanism to unlock that potential, not by building a bigger model, but by letting the existing one think twice. It’s a small step back that promises a significant leap forward.

<https://arxiv.org/abs/2506.06215>

**The Gatekeepers of Attention: A Deceptively Simple Fix for a Foundational LLM Problem**

**Mike's Daily Paper: 27.09.25  
Gated Attention for Large Language Models- Non-linearity, Sparsity, and Attention-Sink-Free**

In the ever-escalating war for LLM supremacy, progress usually looks like more: more data, more parameters, more compute. We've been conditioned to believe that breakthroughs are complex, baroque additions to an already towering architecture. That’s why the reviewed paper feels like such a breath of fresh air. It presents a finding that is at once forehead-slappingly simple and conceptually profound: sticking a simple gating mechanism in the right spot within the attention block doesn't just incrementally improve performance; it fundamentally alters the flow of information and fixes pathologies we thought were endemic to the architecture.

This isn't a paper about a flashy new model. It's a work of deep architectural introspection. It asks a simple question, what happens if we gate the output of softmax attention and the answer reveals critical weaknesses in the standard transformer.

#### **The Hidden Bottleneck in Every Attention Head**

To appreciate the paper's contribution, we have to revisit what an attention head actually does, not as a set of matrix multiplications, but as a sequence of transformations. The process involves taking an input, projecting it into a "Value" space, using attention scores to compute a weighted sum of those values, and then passing that sum through a final output projection layer.

Here lies the hidden flaw: the transformation from the aggregated "Value" vectors to the final output is a sequence of 3 linear operations (multiplying by a value matrix, weightening with the attention score and multiple head factoring by W\_O) . From a mathematical standpoint, 3 back-to-back linear maps can be collapsed into a single, less expressive one. This creates a "low-rank" bottleneck. The attention head is essentially forced to squeeze all the rich, contextually-weighted information it just calculated through a narrow informational chokepoint. It’s like a brilliant orator being forced to communicate through a game of charades; the expressive capacity is inherently limited, no matter how good the initial ideas are.

#### **The Elegant Solution: Non-Linearity and Sparsity**

The authors' proposed intervention is startlingly simple: apply a head-specific sigmoid gate to the output of the Scaled Dot-Product Attention (SDPA) for all attention heads, right before the final output projection with W\_O. This simple multiplication operation does two crucial things.

First, it injects a dose of **non-linearity** precisely where it's needed most. By breaking the sequence of linear operations, the gate shatters the low-rank bottleneck. This single step immediately unlocks a higher degree of expressiveness for the attention head, allowing it to model far more complex relationships between tokens. It’s no longer just rotating and stretching information; it's now capable of making sharp, non-linear decisions about it.

Second, and this is the deeper insight, the gate introduces **query-dependent sparsity**. The gate’s values are not fixed; they are calculated based on the current token’s hidden state (the query). This means for every token being processed, each attention head learns to dynamically decide which parts of its own output are irrelevant and should be "turned down" or zeroed out entirely. It’s an intelligent, content-aware filter that prunes away useless information *after* it has been aggregated. This creates a sparse, clean signal that is passed to the next layer of the network.

#### **The Cure for a Mysterious Ailment: The "Attention Sink"**

This second effect, dynamic sparsity, turns out to be a cure for a well-documented but poorly understood LLM pathology: the "attention sink." Many powerful models exhibit a strange tendency to allocate a disproportionately high amount of attention to the very first token in the sequence (often a BOS or start-of-sequence token), regardless of its relevance. This token acts like a computational garbage dump, a place for the softmax function to send attention scores that have nowhere else to go. It’s a wasteful and inefficient artifact of the architecture.

The authors find that their gated attention models are "attention-sink-free." Why? Because the gate provides a much more direct and efficient mechanism for ignoring irrelevant context. Instead of learning to dump unwanted attention scores onto a sink token during the softmax calculation, the model can now wait until *after* the information has been gathered and simply use the gate to zero out what it doesn't need. The query-dependent gate makes the attention sink obsolete. This is a beautiful piece of scientific detective work, connecting a simple architectural modification to the solution of a high-level, emergent model behavior.

Beyond the theory, this change has powerful practical effects. By sparsifying the attention output and taming the wild numerical values known as "massive activations," the gate significantly stabilizes training. This allows for higher learning rates and better scaling properties, making models not only more performant but also more robust to train.

This paper reminds us that the path forward isn’t always about building something new, but about deeply understanding and fixing the foundations we already have. It proves that sometimes, the most powerful move is not to add complexity, but to introduce a single, elegant constraint that allows the entire system to organize itself more intelligently

<https://arxiv.org/abs/2505.06708>

**From Static X-Rays to Live MRI: A New Method to Watch AI Learn**

**Mike's Daily Paper: 30.09.25  
EVOLUTION OF CONCEPTS IN LANGUAGE MODEL PRE-TRAINING**

For years, understanding how LLMs learn has felt like studying astronomy before the invention of the telescope. We could see the magnificent results, the brilliant constellations of emergent capabilities and we had powerful mathematical theories describing the universe's large-scale structure. Yet, the fundamental process, the actual formation of a star, or in this case, a concept, remained shrouded in a "black box" of incomprehensible mathematics. We had the "before" (random initialization) and the "after" (a fully trained model), but the crucial "during" was a mystery.

A recent preprint, "Evolution of Concepts in Language Model Pre-training," introduces a powerful new telescope. It presents a novel methodology that, for the first time, provides a continuous, feature-level view into the learning dynamics of an LLM. It moves our understanding from a series of static snapshots to a fluid, evolving narrative of how abstract concepts emerge from raw statistics. The paper's core contribution isn't a specific finding, but the creation of a new kind of lens to observe the process itself.

### **The Challenge: Tracking a Ghost**

The central difficulty in studying LLM training has been one of continuity. Researchers in mechanistic interpretability have become adept at dissecting fully-trained models using tools like sparse autoencoders (SAEs). These methods act like a prism, decomposing a model's dense internal activations into a "dictionary" of clean, interpretable features as concepts like "plural nouns," "legal jargon," or "JSON syntax." This is akin to performing a detailed autopsy: it tells you everything about the final state, but nothing about how it came to be.

You can't simply run an SAE on a model at step 1,000 and again at step 10,000 and compare them. Why? Because there's no guarantee that "Feature #47045" from the first analysis corresponds in any way to "Feature #47045" from the second. The model is constantly reorganizing itself; concepts might shift their representation, or "rotate" in the high-dimensional activation space. Without a stable frame of reference, you're not tracking evolution; you're just looking at a series of unrelated pictures.

### **The Innovation: Cross-Snapshot Dictionary Learning**

The authors' crucial insight is to adapt a technique called **crosscoders**. Originally designed to align and compare features between different *layers* of a single model, they repurposed it to align features across different *training snapshots*.

Conceptually, the method is elegant. Instead of training a separate dictionary for each snapshot, the crosscoder is trained to simultaneously decompose the activations from *all* selected snapshots using a single, unified feature space. It works through a shared encoder and multiple snapshot-specific decoders.

Imagine the encoder as a universal translator of concepts. It looks at the model's internal state, whether at step 100 or 100,000, and activates a specific, consistent feature from its unified dictionary, saying, "The concept of 'causality' is present here."

The magic happens in the decoders. Each snapshot gets its own decoder, which acts as a scribe trying to reconstruct the model's original activation using the feature identified by the universal encoder. In an early snapshot, before the model has learned about causality, its specific decoder for the "causality" feature will be weak. Its dictionary entry for that concept is essentially blank. As the model trains and this concept solidifies, the decoder for that later snapshot develops a strong, precise representation for it.

This design provides the methodological breakthrough: the **strength of a feature's vector in each snapshot-specific decoder serves as a direct, quantitative proxy for that feature's presence and maturity at that point in training**. This creates the stable frame of reference that was missing. It allows the researchers to plot the "life story" of every single feature, watching them emerge, peak, and decay over the entire pre-training run.

### **The Results: A Two-Act Play of Learning**

By applying this new lens, the researchers observed a distinct, two-phase learning process. In the first act, which they term the "statistical learning phase," the model's rapid initial drop in loss is driven almost exclusively by learning coarse statistical patterns, like unigram and bigram distributions. At this stage, the model’s internal representations are dense, and few distinct, interpretable features are formed. Then, at a remarkably consistent turning point around step 1,000, the second act begins: a "feature learning phase". Here, the model's internal geometry undergoes a drastic shift, and thousands of sparse, meaningful concepts begin to emerge. The paper shows a clear hierarchy in this emergence: simpler features (like those identifying the previous token in a sequence) form early, while more abstract and complex features (like those required for induction and context-sensitive tasks) appear much later in training. Crucially, the authors causally link the birth of these features to the model's downstream capabilities, showing how performance on tasks like subject-verb agreement materializes only after the specific, necessary features for that skill have formed.

### **Why This is a Paradigm Shift**

This method provides a vital bridge between two disconnected scales of AI research. On the microscopic level, we have circuit-finders who map the precise computational pathways in static models. On the macroscopic level, we have theorists who describe learning with high-level phase transitions.

This paper provides the mesoscopic link. It offers a direct, empirical account of how the macroscopic phase transition occurs: you can literally watch as the model first masters coarse statistical patterns and then, at a distinct turning point, begins to populate its unified dictionary with thousands of sharp, meaningful features. It grounds abstract theories of learning in the observable, mechanistic birth of individual concepts.

By creating this "time-lapse camera" for conceptual development, the authors have turned the study of pre-training from archaeology into developmental biology. We are no longer just sifting through the ruins of a finished model. We can now watch it grow.

<https://www.arxiv.org/abs/2509.17196>

**The Sculptor in the Machine: Why Your Optimizer Isn't Just a Race Car**

**Mike's Daily Paper: 30.09.25  
Optimizers Qualitatively Alter Solutions And We Should Leverage This**

For the better part of a decade, the deep learning community has treated optimizers like race cars. The mission was simple: get to the bottom of the loss landscape as fast as possible. We benchmarked them on speed: iterations, FLOPs, wall-clock time. Adam was faster than SGD, and we celebrated. The implicit assumption, borrowed from the clean, predictable world of convex optimization, was that the destination was pre-determined. We were all driving to the same valley; some just had better engines.

The paper we review argues that this mental model is not just incomplete, but profoundly misleading. In the wild, non-convex terrain of neural network training, the optimizer is not a race car. It’s a sculptor. The path it carves through the high-dimensional parameter space doesn't just determine the speed of arrival; it determines the very shape of the final statue. This is the paper's central, paradigm-shifting insight. The choice of learning algorithm is not merely a tool for convergence but a powerful and underexploited source of inductive bias. It actively shapes the qualitative nature of the solution we find.

#### **The Convex Illusion**

Our obsession with convergence speed is an artifact of a bygone era's anxieties. Early skepticism about neural networks centered on the fear of getting stuck in "bad" local minima. A wave of empirical and theoretical work in the early 2010s seemed to pacify these fears, suggesting that for sufficiently large models, most local minima were of similar quality. The landscape, we were told, was effectively "well-behaved."

This narrative, while useful, blinded us to a deeper truth of non-convexity: the existence of *many different kinds of good solutions*. If multiple distinct, high-performing minima exist, then the algorithm we use to navigate the landscape becomes a critical factor in determining which one we find. An optimizer that takes greedy, independent steps (like SGD) will follow a different trajectory and land in a different basin of attraction than one that understands the landscape's curvature and the intricate correlations between parameters (like a second-order method). They aren't just taking different routes to the same city; they are ending up in entirely different countries.

#### **The Optimizer as a Source of Bias**

The paper argues that we should view the optimizer as a primary lever for controlling *how* a model learns. The learning rule is fundamentally a mechanism for credit assignment—deciding which of the millions of parameters gets blamed for an error. A simple optimizer assigns this blame locally and myopically. More sophisticated methods, particularly those using non-diagonal preconditioners, perform this assignment with a richer understanding of parameter interplay.

This difference has profound consequences. An optimizer that corrects for "wasteful movement" in parameter space, where updates along different dimensions effectively cancel each other out, will encourage the network to find more localized and efficient representations. It nudges the solution towards a lower-dimensional subspace, a property that is incredibly desirable for tasks like continual learning where minimizing interference is key. This isn't a bias we are adding with an explicit regularization term; it's an emergent property of the optimization dynamics itself. The learning process becomes a tool for encoding desiderata, like sparsity or robustness, directly into the solution.

The paper grounds this abstract idea with concrete, compelling examples. In continual learning, for instance, a second-order optimizer like Shampoo, which accounts for the relationships between parameters, finds solutions that are more robust to catastrophic forgetting than those found by Adam. It does so by learning more compressed and localized representations, effectively using the model's capacity more efficiently. This isn't a small tweak; it's a qualitatively different solution, one that is better suited for a dynamic environment.

Another example reimagines a technique for inducing sparsity as a custom preconditioner. By designing an optimizer that makes it difficult for weights near zero to grow (effectively creating saddles in the loss landscape), learning is biased towards solutions where only a few parameters become large. Here, the optimizer intentionally slows down convergence in certain directions to achieve a desired structural property, sparsity, a trade-off the "race car" mentality would never permit.

#### **Expressivity vs. Reachability**

Perhaps the sharpest point the paper makes is the distinction between what a model *can* represent and what it can *learn*. We have long debated the theoretical expressivity of architectures, asking questions like, "Is this model Turing complete?" This, the authors argue, is a largely academic exercise if we ignore the constraints of learning.

An architecture defines a vast universe of possible functions. But the optimizer, coupled with initialization and data, carves out a much smaller, reachable subset within that universe. A recurrent neural network might theoretically be able to represent a complex algorithm, but if gradient-based methods can't find that solution from a random starting point, its theoretical power is moot. The optimizer, therefore, defines the *effective expressivity* of our models. It is the gatekeeper between the representable and the reachable.

This reframes the entire practice of model design. We are used to baking biases into architectures. This paper makes a compelling case that it is equally valid, and sometimes more elegant, to bake them into our optimizers. There is a duality here that we have largely ignored.

The authors call for a fundamental shift in how we evaluate and design learning algorithms. Instead of asking "How fast is it?", we should be asking "What kind of solution does it produce?". It’s a call to move beyond the racetrack and enter the sculptor’s studio.

<https://arxiv.org/abs/2507.12224>

**Rethinking the Forward Pass: A Compositional View of LLMs**

**Mike's daily paper review: 04.10.25  
Skip a Layer or Loop it? Test-Time Depth Adaptation of Pretrained LLMs**

The default assumption behind LLMs is architectural rigidity. An input vector begins at layer one and marches sequentially to layer *N*, undergoing a fixed series of transformations regardless of whether the query is trivial or profoundly complex. This paper challenges that static paradigm, reframing it not as a problem of model training, but of test-time inference. The core novelty is a conceptual leap: it proposes we stop treating a pretrained transformer as a monolithic stack and instead view it as a composable library of modules.

The authors introduce the "Chain-of-Layers" (CoLa), a framework where, for any given input, an optimal "path" is constructed dynamically from the existing, frozen layers of a base model. This isn't merely about finding an early exit. The innovation lies in the sheer flexibility of the compositional space it unlocks. This work elegantly synthesizes two previously distinct research threads: subtractive methods (layer pruning, early-exits) that aim for efficiency by removing computation, and additive methods (looped transformers, recurrent depth) that seek deeper processing by repeating computation.

CoLa's search space allows for both actions, skipping *and* looping, to be applied to any contiguous block of layers. This creates a far richer set of possible sub-architectures than prior work. A model can now construct a shallow path for a simple query by skipping large portions of its middle layers ("fast thinking"), while for a complex reasoning task, it can identify a particularly useful layer, say, one adept at relational abstraction, and loop through it multiple times for iterative refinement ("slow thinking"). The true novelty is the ability to mix these strategies, creating hybrid paths that might, for instance, skip early layers, heavily reuse a few mid-layers, and then skip directly to the final output layers.

Of course, the search space of such layer permutations is combinatorially vast, making a brute-force or greedy approach intractable. To navigate this, the authors frame path discovery as a symbolic search problem and use a Monte Carlo Tree Search (MCTS). This is the paper's second key novelty. MCTS provides a principled method for balancing the exploration of novel, potentially non-intuitive layer sequences with the exploitation of paths that have already shown promise.

Technically, the MCTS protocol is formalized as a search game where each "state" is a specific layer sequence, initialized as the model's standard forward pass. The "actions" are not arbitrary permutations but structured edits applied to contiguous layer blocks, such as skipping a set of *k* layers or repeating a block *r* times. After each simulated rollout, where a full path is executed on an input, a reward is calculated based on prediction correctness. The novelty in the search guidance lies in its multi-part objective function. The UCB score meticulously balances three competing pressures: an exploitation term that favors paths with a history of high reward, an exploration term that encourages sampling less-traveled architectural routes, and a crucial length penalty that explicitly biases the search toward computationally frugal solutions. The search therefore doesn't just seek correctness; it seeks an optimal balance, ultimately yielding a set of Pareto-optimal paths that present a tradeoff between accuracy and inference cost.

Ultimately, the paper’s contribution isn't a new model, but a new way of thinking about inference. It posits that the standard forward pass is just one of countless possible computational paths, and likely a suboptimal one for most inputs. The true power of a pretrained model may not lie in its fixed depth, but in the latent combinatorial space of architectures it implicitly contains. This work provides a compelling, computationally-principled blueprint for how to begin exploring it**.**

<https://arxiv.org/pdf/2507.07996>

**Is the Exploration-Exploitation "Trade-Off" Just a Measurement Problem?**

**Mike's daily paper review: 06.10.25  
Beyond the Exploration-Explotation Trade-Off: A Hidden State Approach for LLM Reasoning in RLVR**

The story of Reinforcement Learning with Verifiable Rewards (RLVR) has been framed as a heroic balancing act. The model must navigate a tightrope between *exploration* (seeking out new and diverse reasoning paths) and *exploitation* (doubling down on known, reliable strategies). This narrative is almost entirely built on metrics from the token level, where exploration is equated with high-entropy, shotgun-blast token predictions, and exploitation with low-entropy, high-confidence certainties. The resulting assumption is intuitive: a model can't be both certain and uncertain at the same time, so a trade-off is inevitable

.

The authors of the paper ask a provocative question: What if this foundational trade-off isn't a fundamental law of reasoning, but merely an artifact of looking in the wrong place? What if, by shifting our analytical lens from the shallow surface of tokens to the deep, semantic geometry of the model's hidden states, the trade-off simply disappears? The authors' core novelty is this shift in perspective. Instead of asking how the model’s final-layer vocabulary distribution looks, they ask what the *geometry* of its internal "thought process" looks like. To do this, they introduce a new set of tools for dissecting the hidden-state matrix, the numerical representation of a model's reasoning trajectory.

First, to quantify exploration, they introduce **Effective Rank (ER).**. Technically, ER is the perplexity (the exponential of Shannon entropy) of the normalized singular values of the internal representation. More intuitively, imagine the model's hidden states as a vast, high-dimensional "conceptual workspace." Conventional rank would simply count the total number of dimensions, or concepts, available in this space.

ER is far more nuanced. It measures the *effective* number of dimensions the model is actually using during a specific reasoning process. A high ER means the model is leveraging a rich and varied set of its internal features, spreading its "thought" across many different concepts in a balanced way. This is a direct signature of true exploratory behavior. A low ER, by contrast, signifies a "collapsed" internal state where the model relies on only a few core concepts, even if many more are available.

Second, to measure exploitation, they propose **Effective Rank Velocity (ERV)**, a novel metric that captures the dynamics of information gain. If ER measures the *volume* of the conceptual space being used at a given moment, ERV measures the *rate* at which that volume is productively expanding over time. We can think of exploitation not as mere certainty, but as the efficient deepening of a line of inquiry. A high ERV indicates that with each new step, the model is successfully adding new, meaningful complexity to its internal representation at a rate that outpaces its own historical average. It's a sign of a productive and accelerating reasoning process. A low ERV suggests the current path is becoming less effective, and the model is hitting a point of diminishing returns.

Armed with these more sophisticated tools, the authors find something remarkable: at the hidden-state level, exploration (ER) and exploitation (ERV) exhibit near-zero correlation. The trade-off vanishes. This suggests that it’s entirely possible for a model to simultaneously expand its conceptual toolkit while also sharpening its ability to use it.

This insight gives rise to their method, Velocity-Exploiting Rank-Learning (VERL). VERL is not another regularizer that clumsily tries to balance two opposing forces. Instead, it acts as an adaptive tuner that directly shapes the RL advantage function to synergistically enhance both capacities.

The key innovation is using the second-order derivative, Effective Rank Acceleration (ERA), as a predictive meta-controller. Because ERA provides a robust signal about whether the reasoning process is accelerating or stagnating, VERL can use it to create a dual-channel incentive structure. If ERA signals that the model is becoming overconfident and risking overfitting, VERL prospectively boosts the reward for exploration (ER). If ERA signals that the reasoning process is losing steam, it reinforces exploitative gains (ERV) to consolidate what the model has already figured out.

The novelty here is profound. VERL moves beyond the token-level tug-of-war and instead works to cultivate a healthier, more robust internal reasoning geometry. By proposing a new way to measure and understand what LLMs are doing when they "think," this work suggests the field's most accepted constraints may be illusions of our own making.

[https://arxiv.org/abs/2509.23808](https://www.google.com/search?q=https://arxiv.org/abs/2509.23808)

**Gradient-Free LLM Tuning: An Algorithmic Deep Dive**

**Mike's daily paper review: 08.10.25  
Evolution Strategies at Scale: LLM FINE-TUNING BEYOND REINFORCEMENT LEARNING**

While the high-level concept of applying Evolution Strategies (ES) to neural networks is not new, the prevailing assumption has been that memory and computational constraints render it entirely unworkable for billion-parameter models. The core novelty of this paper lies in a meticulously designed algorithm (Algorithm 2) that systematically dismantles these barriers through a series of sophisticated, memory-centric engineering choices. This isn't just an application of ES; it's a fundamental re-architecting of the process for the large-scale regime.

Let's dissect the algorithmic mechanics that make this possible. The process sidesteps the need for backpropagation entirely, which immediately frees up the substantial GPU memory typically reserved for storing computation graphs and gradients. The challenge, however, shifts from managing gradients to managing the storage of the population's parameters. A naive implementation would need to hold N copies of a multi-billion parameter model in memory, which is an immediate non-starter. The authors' algorithm circumvents this with three key innovations.

First is the concept of **"virtual noise" via seed regeneration**. The ES algorithm operates by perturbing a central parameter vector θ with Gaussian noise to create N offspring for evaluation. Storing these N noise vectors, each the size of the model, is itself intractable. The authors' solution is to only store a small collection of random seeds, one for each member of the population. During the evaluation and update phases, each parallel process can perfectly regenerate the exact same pseudo-random noise vector by re-initializing its random number generator with a specific seed. The noise becomes ephemeral, a "just-in-time" quantity that is generated, used, and discarded without ever occupying significant persistent memory.

Second is the **in-place, layer-level perturbation and restoration cycle**. To evaluate a population member, the algorithm does not create a new model instance. Instead, it takes the single, shared base model and performs a temporary, surgical modification. It iterates through the model's layers one by one. For each layer, it generates the corresponding slice of the noise vector (from the seed) and adds it directly to the layer's weights in-place. After this process is complete for all layers, the now-perturbed model must be evaluated to determine its fitness.

The evaluation itself is a critical step. The perturbed model performs a single, deterministic forward pass using greedy decoding to generate a response to a given prompt. This deterministic generation is a crucial design choice, as it ensures that any variation in performance between population members stems purely from their different parameters, not from randomness in the token sampling (i.e., the action space). This generated response is then scored by a reward function, which distills the model's complex, high-dimensional output into a single scalar value that represents its fitness. The nature of this function is task-dependent. For instance, in a symbolic reasoning task like Countdown, the reward is a sparse, outcome-only signal given only if the final arithmetic expression is correct. For a behavioral goal like conciseness, the reward is calculated based on the absolute difference in length between the model's response and a verified, short solution.

Once this scalar reward is obtained, the model is precisely reverted to its original state by regenerating the identical noise vector from the same seed and *subtracting* it from each layer's weights, again, in-place.

Third is the **decomposed, cumulative parameter update**. After all N population members are evaluated, the central parameters must be updated. The ES update rule is effectively a weighted sum of all the noise vectors, with weights determined by the normalized reward scores. Materializing this final update vector, a single vector with billions of dimensions, would create another memory bottleneck. The algorithm avoids this by decomposing the update. The main process iterates through the N seeds one last time. For each seed, it regenerates the corresponding noise vector, weights it by the normalized reward, and adds its contribution cumulatively to the main model's parameters, proceeding layer by layer. The full update vector is never explicitly formed in memory; it is built up piece by piece directly within the model's existing parameter tensors.

This algorithmic blueprint shifts the paradigm of LLM fine-tuning. It replaces the calculus-heavy machinery of backpropagation and the complexities of policy/value functions in RL with a highly parallelizable, forward-pass-only system whose primary challenge is memory orchestration. The paper's contribution is not simply suggesting ES as an alternative, but providing a concrete and novel algorithmic implementation that makes it a viable contender at a scale previously thought to be out of reach.

<https://arxiv.org/abs/2509.24372>

### **CompLLM: Slaying the Quadratic Dragon with Linear Segmentation**

**Mike's daily paper review: 10.10.25  
COMPLLM: COMPRESSION FOR LONG CONTEXT Q&A**

The Achilles' heel of the Transformer architecture is, and has always been, its self-attention mechanism. Its computational cost scales quadratically with the length of the input sequence. This isn't just a theoretical nuisance; it's a practical, wallet-draining barrier that makes processing truly long contexts, entire codebases, lengthy legal documents, or full novels, prohibitively expensive. For a sequence of length *N*, the cost is proportional to *N* squared. Double the context, and you quadruple the cost of the initial processing pass.

The field has grappled with this by exploring "soft compression," where the long context is squished into a smaller set of latent vectors before being fed to the main LLM. While clever, most of these methods share a fundamental flaw: they treat the context as a single, monolithic block. They attempt to create one holistic, compressed representation of the entire input. In doing so, the compression step *itself* often becomes a quadratic problem, merely shifting the bottleneck rather than solving it.

This paper, CompLLM, introduces a refreshingly pragmatic and powerful conceptual shift. The core novelty isn't some labyrinthine new architecture, but a simple, elegant design choice: **don't compress the context as a whole.** Instead, the model first divides the long context into a series of small, independent segments and then compresses each one in isolation.

This seemingly minor decision is the key that unlocks three critical properties essential for real-world deployment.

First is **efficiency**. By breaking the context into small, fixed-size chunks (say, 20 tokens each), the quadratic attention cost is confined within these tiny segments. The overall cost of the compression step, therefore, scales linearly with the length of the full context. Instead of every token needing to attend to every preceding token across a 100K-token document, it only ever attends to its handful of neighbors within its local segment. This transforms the compression cost from a daunting quadratic curve into a manageable straight line. The main LLM's initial pass (the prefill) still faces a quadratic cost relative to the *compressed* sequence length, but if you reduce the sequence length by a compression factor *C*, you reduce this dominant prefill cost by a factor of *C* squared, a massive theoretical gain.

Second is **scalability**. The compression model is only ever exposed to short text segments during training. This means a model can be trained on relatively short sequences (e.g., 2K tokens) and then, at inference time, be confidently applied to contexts orders of magnitude larger (100K+ tokens). The model doesn't need to learn about long-range dependencies during compression; it simply learns a localized mapping from a sequence of standard Token Embeddings to a shorter sequence of synthetic "Concept Embeddings." The task of reasoning over the full, compressed context is left to the main LLM.

Third, and perhaps most impactful for practical applications, is **reusability**. Because each segment is compressed independently, its compressed representation can be cached. Imagine a system where a user queries a large knowledge base. If Document A is part of the context for ten different queries, its compressed segments need only be computed once. In a coding assistant, if a developer changes a single function, only the segments corresponding to that function need re-compressing, not the entire multi-file codebase. This is impossible with holistic compression schemes, where a change to a single token could alter the entire compressed output, forcing a complete recalculation.

The training itself is also novel. Rather than just forcing the model to produce the same final text, it uses a sophisticated distillation process focused on the LLM's internal computations. The objective isn't to match the final output, but to align the hidden activations layer by layer. For each layer in the LLM, a Smooth L1 loss is calculated between the activations produced using the compressed context and those from the original, uncompressed context. Critically, this loss is computed *only* on the tokens corresponding to the answer, providing a dense and highly relevant training signal. To handle the wide variation in activation magnitudes across the network's depth, the loss for each layer is normalized by the standard deviation of the teacher model's activations. This multi-layered, normalized alignment ensures the compressor learns to preserve the precise internal representations the LLM needs to formulate a correct answer.

In essence, CompLLM's novelty lies in reframing the problem. It abandons the quest for a perfect, singular compression of an entire document. Instead, it creates a library of compressed, independent, and reusable parts, leaving the final synthesis to the LLM. It's an engineering-first approach that prioritizes linear scaling and caching, tackling the quadratic bottleneck head-on in a way that is not just theoretically interesting, but practically deployable.

https://arxiv.org/abs/2509.19228

**Recursive Reasoning Without the Cruft (Allegedly)**

**Mike's daily paper review: 11.10.25  
Less is More: Recursive Reasoning with Tiny Networks**

This paper introduces the Tiny Recursive Model (TRM), a sharp and compelling rebuttal to the recently proposed Hierarchical Reasoning Model (HRM). Where HRM built a complex, biologically-inspired system, TRM systematically(more or less) dismantles its core components, replacing them with simpler and more effective mechanisms. The novelty here isn't a single new technique, but a philosophical shift for a narrow problem domain: demonstrating that powerful iterative reasoning on puzzles can emerge from radical architectural minimalism.

First, TRM abandons the shaky theoretical scaffolding of its predecessor. HRM leans heavily on the Implicit Function Theorem to justify its gradient calculations, approximating a long recursive chain by only backpropagating through the final step. TRM correctly identifies this as a potential weak point, as the conditions for the theorem are unlikely to be met in practice. Its solution is brutally direct: define a full recursive block and backpropagate through the entire computational graph. This removes the need for fixed-point assumptions and grounds the learning process in a more stable, end-to-end optimization.

Second, the paper offers a reinterpretation of HRM's latent space. HRM posits two distinct latent variables, and zH​, corresponding to "low-level" and "high-level" reasoning. TRM’s novelty is to re-conceptualize this into something more intuitive: a current best-guess answer (y) and a latent reasoning scratchpad (z). The model's single network first iterates on the reasoning latent z, then uses the refined z to update its answer y. This demystifies the process, transforming it from an abstract hierarchy into a concrete, iterative refinement loop.

Building on this simplification, TRM collapses HRM’s two separate networks into a single, unified one. The insight is that the network's task, either refining reasoning or updating the answer, can be implicitly defined by its inputs. The presence of the original question x signals a reasoning step, while its absence signals an answer-update step. This input-driven conditioning allows a single set of weights to perform both functions, halving the parameter count.

Perhaps the most revealing, and ultimately limiting, novelty is the paper's "less is more" discovery. Instead of scaling up, TRM finds that shrinking the network, while increasing internal recursions, yields superior generalization. While framed as a strength, this is a significant red flag. In an era dominated by scaling laws, this "optimal tininess" casts serious doubt on the approach's scalability and relevance to real-world problems. It strongly suggests that, for the heavily augmented puzzle data tested, the model is merely a brittle memorization machine, whose main challenge is avoiding overfitting, not developing true reasoning capacity. This severely limits its applicability to complex, open-ended tasks where larger models are essential.

In essence, TRM’s contribution is an elegant but narrow exercise in simplification for a niche set of problems. Its success on these highly structured puzzles, propped up by extreme data augmentation, should be viewed with significant skepticism. The model's inverse scaling behavior confirms it is a highly specialized, and likely fragile, tool, not a general-purpose reasoner. While recursion is a powerful concept, the path to complex, human-like reasoning requires architectures that can effectively scale with both data and complexity. TRM, while a clever piece of engineering, is ultimately a detour, not a destination on that path.

https://arxiv.org/abs/2510.04871